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0. Executive summary

This report is the secondeliverable fromthe DTI/EPSRCLINK Personal Communications
Programme projectSecurity Studies for Third Generation Mobile Telecommunications Systems’
The key objectives of the project may be summarised as follows:

» to identifythe range antiype of security featureshich third generatiorsystems may be expected
to support;

» to propose detailed guidelines ¢me classes of mechanisntat could be used to provide the
identified security features;

» to definethe infrastructureneeded fotthe provision, operatioand management of theecurity
features;

» to assess the extent to which Heeurity features, mechanism@sd infrastructurelements need to
be standardised.

During the firstyear of the project (February 1993-January 199e work of the project was
dominated by major contributions tand the continuingnfluence of,standardisatiomctivity within
ETSI SMG5 (UMTS)andITU TG 8/1 (FPLMTS). This work culminated inthe production of the
first version of Technical Report 1, [1he firstproject deliverable, dealing withe first of theabove
projective objectives.

During 1994and 1995 theproject moved on to a moiatensive study othe second of theroject
objectives, namely aonsideration of security mechanisms to support variotisex$ecurity features
required in third generatiomobile telecommunications systerfis parallel with thiswork, second
and third (and finalyersions of Technical Reportwere produced, [2]R This report isbased on
this work, and is the third and final version of a report considering in tetaisecuritynechanisms
can beused to provide some a@he most problematic of theecurity features required fahird
generation systems.

The report begins, iBection 2, with a brief summary tfe security features identified in Technical
Report 1, [3], as beinthe most importantor third generatiorsystems. Section 3 givesganeral
introduction to security mechanisnmad is intended tprovide a general motivation fohe specific
security mechanisms considered in detail in subsequent sectitis i@fport. Section 4 contains the
results of a general investigation of entity authentication technigues,in particular a general
examination of some of the design issues likely to be relevant in mobile telecommunications networks.
This isimmediately followed in Section 5 ke results of atudy of possiblanechanisms for the
provision of service-related authenticationtlird generatiorsystems. In Section @he problem of
integrating encryption with the multipleccess methodmployed orthe airinterface is considered;
given thelikely use of direct sequence CDMA fdhird generationsystems,the possibility of
combining encryption with CDMA modulation is considered in detail. Section 7 is concerned with
possiblekey management techniques to support end-tossudirity features. In Sectiont&minal-
related security issuesre consideredand in Section 9the issue of privacy for user identity and
location information is discussed in some detail. Thentesh part of the report iSection 10, which

is concerned with the application of formal techniques to evabaate ofthe mechanismproposed
elsewhere irthis report. The repodoncludes in Section 11 withraview of some othe mainareas

for further research identified during the life of the project.



LINK 3GS3 Technical Report 2 (Final version) 15/05/96

1. Introduction

The mainpurpose othis document is to consider thgpes of securitymechanisms appropriate for
providing certainsecurity features to be supported thyrd-generationmobile telecommunications
systems (3GS)The features consideregethose whose provisioappears likely to be most difficult.
This includesthose security featuresither for which the security mechanisms in use in first and
second generation mobile telecommunicatisgstems maynot be appropriate, or which are not
provided in existing systems.

The main security features for which security techniques are examined in detail are as follows:

« service-related authentication, i.e. authentication of entities dirgotilylved in the
provision of service to one or more users,

« encryption on the air-interfaqand the relationship @ncryption to the multiplaccess
method),

«  key management for end-to-end security features,
- identity and location privacy for the mobile user, and
. terminal-related security.
We also consider the issue of formal verification of authentication and key distribution mechanisms.

Before proceeding we now descrilibe structure of thislocument in more detail, describing the
contents and status of each section in turn.

To put thework described irthis report into context, irsection 2 we briefly reviewhe security
features likely to be required for 3GS. mduch more detailed discussionsafcurity features likely to
be appropriate for 3GS can be found in 3GS3 Technical Report 1, [3].

In Section 3 we make songeneral observations about security mechanisms for 8@&iding
providing somecriteriafor evaluatingthem. Wealso reviewwhattypes ofmechanism are available,
and discuss priorities for different classes of mechanism.

The main part of this repodommences in Section 4 withgeneral discussion of the provision of

entity authentication. We start by reviewing the types of approach which cofdiiole=d, including

a brief summary ofthe approache®llowed bythe ETSIGSM and DECTsystems. Wéhenmove on

to an analysis of how the environment for an entity authentication protocol affects its design, where by
the environment we include: the processing and storage resources available to the entities, the political
restrictions on thetypes of cryptographictechnique which can be used, the nature of the
communications channels in use, and the trust relationships between entities.

Section 5 followsaturally from Section 4 ithat welook at aparticular application of authentication
techniques; specifically in Section 5 feeus onthe issue of providing service-related authentication
in 3GS. We look at both the role and functional models for 3GS (described in TRan[Bjgewhat
options exist for providing authentication with respect to these modelsth&vigive examples of
protocols meetinghe various optionsand finally we show how these example protocokn be
adapted to provide session key establishment across the air interface.

Encryption of useand signalling data seatrossthe airinterface is themain concern of Section 6.
In particular we consider the interactibetweerdata encipherment and tbkoice of multipleaccess
method. After a review dhe maincandidates fomanaging multipleaccess (TDMAand CDMA),
and abrief review ofencipherment of TDMAdata, we consider thpossibility of providingdata
confidentiality by manipulating CDMA sequences. Thigsum hasmotivated a study dhe selection
of appropriate CDMA sequencead adiscussion is given of the relative merits of designecsus
random sequences.

Section 7 is concerned withe problem ofkey management to support end-to-eseturity features
(asopposed to keylistribution forair interface features, as discussed in Section 4.5). stafe by
describing a novel solution tthe problem of simultaneously providinkeys for end-to-enddata
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enciphermenbetween mobileisersand at thesame time allowing legally-controllabsecess talata

by government agencies (e.g. for law enforcemeiii)e described solution is based tme use of
trustedthird parties. Walso look athe case wherghe trustedhird partiesmay not be individually
trustworthy,andpropose a solution addressing potential user needhsfimibuting trust. On a rather
different note, we go on to consider hassible application of information-theoretic schemes for key
agreemenbetween remotentities, which do not require the intervention of éimiyd parties or the
pre-establishment of secret keys.

In section 8, concerned with terminal-related security issues, we degsw@ipessiblethreats to the
security of usetterminals, andoriefly review some possible approachesmeeting thesesecurity
needs.

Section 9 deals witlthe issue of identityand location privacy for mobile usersThe problem is
discussed in some detail, and an attempt is made to classify solutions. The remainder of this section is
concerned with example solutions, each of which are discussed and analysed.

The final main part of this reportSection 10, is concerned with formal analysis seturity
mechanisms. Because othe highly specialisedhature of the research in this area, théstion is
extremely brief, and merely refers to a separate technical report which contains the detailed analyses.

The reportconcludes with aroverview of the main areador further research (Section 11), a
bibliography (Section 12), and, last of all, a table of abbreviations in Section 13.

10
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2. Security features

A detailed study opotential security features for 3@8n befound in 3GS3 Technical Report 1, [3],
referred to throughout this report as TR1. Forpheposes othis document we list the 18ecurity
features described in subsectiod.4 of [3] as being of greatest relevance to 3GS. The intention of
reiterating them here is to set the remainder of this report in its proper context.

Each of the 19 identified security features is assigned to one of the following categories:
» Confidentiality,

* Integrity,

» Authentication,

* Non-repudiation,

» Access Control,

» Security of management,

* Management of security, and

» Supplementary.

2.1 Confidentiality

1. Confidentiality of signalling and control data. Thisfeature ensurethat the signalling
and control data are not made available or disclosed to unauthorised parties.

2. Confidentiality of user traffic. Thisfeature protects against unauthorisesdresdropping
on user traffic.

2.2 Integrity

3. Integrity of signalling and control data. This feature provides protectioagainst
manipulation (modification, insertion and/ceplay) by unauthorised parties signalling
data or control data.

4. Integrity of user traffic. This feature protects against manipulation (modification,
insertion and/oreplay) by unauthorised parties of ugata on the radio path or in tfired
network.

2.3 Authentication

5. Service-related authentication(or Authentication among usersservice providers and
network operators). This feature provides corroboration dfie identities of a user,
corresponding service providendnetwork operator underlying the provisionsafrvice to a
user.

Note that the nameservice related authenticatiois preferred because @overs
authentication relating to the terminal.

6. Authentication between network operators/service provider§or Management related
authentication). Thisfeature provides corroboration thfe identity of oneservice provider
or network operator to another.

The nameauthentication between network operators/service provideesns more
natural, but it needs to be distinguished from feature number 5.

7. Message origin authentication. This feature provides verificatiothat transmitted
signalling data, control data and/or user traffic originates from the claimed entity.

11
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2.4 Non-repudiation

8. Non-repudiation of origin and delivery of transmitted data. This feature provides
proof to a third party that a message was sent or received by a certain entity.

9. Non-repudiation of access to stored dataThis feature provides protecticegainst an
entity denying having attempted to access the stored data.

10. Non-repudiation of access to a service.This feature provides protectioagainst an
entity denying having attempted to access a service.

2.5 Access control

11. Accesgontrol to a facility. Thisfeature ensurethat aUIM (User Identity Module) or
terminal equipment can only be used by an authorised party.

12. Access control to a serviceThisfeature ensurethatonly authorised parties catcess
a service. Note that the question diow this feature will be supported Byervice-related
authenticationis marked in TR1,3], as being for further study.

13. Accesgontrol to stored data. This feature ensurethat only authorised parties can
access stored data.

2.6 Security of management

14. User event reports. This feature ensureghat a user will receive warning
announcements or indications at critical moments in the operation of services.

15. Event logging and recording. Thisfeature ensurethat aservice providecanlog and
record activities relating to a user or subscriber.

16. Event recovery.Thisfeature ensurethat aservice providecan restore data relating to
a user or subscriber upon failure, traceparticular userand refuse access to services
requested by a particular user.

2.7 Management of security

17. Keymanagement.This feature ensurethat aservice provideand/or network operator
can managé&eysused forthe establishment of a private contamidcommunication channel
between the network operator and user.

18. Cryptographic information management. This feature ensurethat aservice provider

and/or network operator can manage the generation, distribution, storage, updating and

deletion of cryptographic information to assure the integrity of this information.

2.8 Supplementary

19. Support for end-to-end security service. This feature ensureshat the service
provider/network operator caprovide end-to-end security services garticular fixed or
mobile users, subject to the availability of additional end user equipment.

12
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3. Security mechanisms

3.1 Introduction

In this section we make somgeneral observations abotlte selection of security mechanisms to
support security features ftrird generatiorsystems. In subsection 3.2 we give sg@eeeral criteria

for evaluatingthe suitability ofsecurity mechanisms.This is followed, in subsection 3.3, by a
description of the range of mechanismgailable for use in 3GS.This section concludes, in
subsection 3.4, with an analysis of the selection and prioritisation of security mechanisms for 3GS.

13
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3.2 Criteria for evaluating security mechanisms
3.2.1 Introduction

In order to compare different security mechanisms whiggpht beusedwithin a 3GS architecture,
criteria areneeded by which mechanismman bgudged. Given an agreed setabjective’ criteria, a
judgement can be made as to which mechanisms are preferabtais subsection some possible
criteria are proposed and described.

3.2.2 Possible criteria

Potentially usefukriteria are listed here in no particular ordddowever, somettempt haseen
made to classify these criteria.

3.2.2.1 Security service provision

1. Fitness for purpose Most fundamentallythe security mechanismemployedmust provide the
security services which thegre designed tprovide. This should beossible to establishsing
informal arguments.

2. Security proof. If possible the fithess of thesecurity mechanisms should be established using
formal (mathematical) techniques.

3. Algorithm maturity and exposure. Long-term existence of a (non-discredited) algorithm in the
public domain may be an advantage since it will necessarily have resisted cryptanalytic attack.

4. Availability of replacements. The availability ofsimilar replacementfor a mechanisngin the
event of it being discredited or otherwise rendered unusable) is a significant advantage.

3.2.2.2 Communications overheads

1. Numbers of messages All else being equal, security mechanisare to be preferred which
minimise the number of messages which need to be exchanged.

2. Total lengths of messages Security provision will inevitably involvéransferring additional
information across communicatioinks. Clearly, minimising the total amount of such
information transfer is desirable.

3. Messageexpansion Apart fromone-off overheads, some securitiechanisms (e.g. encryption)
involve expanding message content bfpxad ratio. Clearly, where bandwidth is at a premium,
such as on the radio path, such overheads need to be minimised.

4. Performance effects Certaintypes of securitynechanisnmay degradé¢he quality of achannel.
For example, use of encryption may actually magtiifyeffects ofbit errors, i.e. the channel bit
error ratemay be increased. It would clearly be desirablentnimise any such impairment of
communications channels.

3.2.2.3 Administration overheads

1. Key storage Certain cryptographic algorithms require the storagelafively large amounts of
key material. Mechanisms which minimise key storage may have very significant advantages.

2. Storage of other security parameters Use ofcertaintypes of securitynechanisms will require
the storage of othdypes ofinformation. For examplesomeauthentication mechanisms require
communicating parties to store sequence numbersevery other party with whichthey
communicate. Other authentication mechanisms re@liireecently received’ messages to be
stored to detect malicious replays occurring within the tolerance interval for synchronised clocks.

3. Need for security servers Somemechanismsnay require the participation of specific security
server (either on-line or off-line). For example, authentication mechanisms may require an on-line
authentication server, an off-line certification authority or an on-line trusted time server (to
provide clock synchronisation).

14
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4.

Involvement of other entities A mechanism to provide a security featbetween twoentities
may involve further entities. The number of such additional entities should be minianisethe
necessary level of trust in such entities should also be minimised.

3.2.2.4 Processing and other hardware overheads

1.

Cryptographic algorithm calculation. Many security mechanisms will require entities within the
system to perform cryptographialculations. In some casdéBe amount of processing required
could have significantost and/or timedelay ramifications(e.g. implementingRSA in a user
token). Hence minimising cryptographic complexity is a desirable goal.

. Other computation. For similar reasons iwould be desirable taminimise any other

computations relating to the provision of security services.

. Special hardware needs Somemechanisms require the presence of particular functionality at

communicating entities.  For examplspme authentication mechanisms requidosely
synchronised clocksOther authentication mechanisms, aodne keymanagement mechanisms,
require the means to generate either genuine randdoes or unpredictable pseudo-random
numbers. Minimising such requirements would clearly be desirable.

Matching processing requirements Different security mechanisms distribute processing
requirements differentlypetween sets afommunicating entities. Ideally a security mechanism
will match the processing requirements to the capabilities available to the various entities.
Moreover, different mechanisms have varying proportions of pre-processing, ‘real-time’
processingand post-processing. For example, one authentication mechamégmallow more
pre-processinghan anotherspeeding up an on-line transaction. This ‘time distribution’ of
processing requirements must also be taken into account in mechanism choice.

3.2.2.5 Adherence to international standards

1.

ISO/IEC SC27 Mechanism Standards Where possible, it would be desirable for the
mechanisme&mployed taadhere to 1SO standards produced by ISO/IEC SC27, e.g. ISO/IEC 9798
(authentication mechanisms), [4], ISO/IEC 11770 (key management), [5].

. OSI Security Architecture and Security Frameworks Where relevant ivould be desirable for

the security mechanisms to leenployed in avay conforming with the OSSecurity Architecture
(ISO 7498-2, [6]) and the multi-part security framework standard (ISO/IEC 10181, [7]).

3.2.2.6 Limitations on use

1.

Existence of patents Theexistence of patents on a mechanism, whetiagional, regional or
world-wide and whether applied for or granted, can be a significant disadvantage.

. Export restrictions. Somemechanismsnay be subject to widespread expastrictions. The

existence of such restrictions will be a clear disadvantage.

15
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3.3 Security mechanisms available for 3GS

The text in this section is based on a paper, [8], prepared for publication as part of the 3GS3 project.

3.3.1 Introduction

We next consider the range s#curity techniques available to future desigrerdimplementors of
mobile telecommunications network&Vhilst our primaryfocus is mobilenetworks, the techniques
described are of general applicability in telecommunications.

Security provisions in systenage present, ndbr their own sake, but to combat identified security
threats To combat these threats requires the provision of specific sefaattyes(sometimes known
asservicey, such as

» confidentiality - to address the threat of unauthorigidclosure of information by means of
eavesdropping, etc.,

» data integrity- to address the threat of unauthorised modification to information,

» origin authentication- to address the threat of information beisgguriously insertednto a
network,

* entity authentication to address the threat of one entity masquerading as another,

» non-repudiation- to address the threat of antity repudiating its actions (i.e. denying actions it
has taken).

These features exist as abstract conceptd, are independent of the mearsed to provideghem.
Features are provided by securitgchanismsgor techniquey which include

» encipherment algorithmsused to help provide confidentiality features,

* integrity mechanisms(which include thevell-known MACS), used to help providkata integrity
and origin authentication features,

+ digital signature algorithmswhich can be used to help provide non-repudiation features,
» authentication exchangesised to help provide entity authentication features.

At this point we should mentiol8O 7498-2: 1989, [6], which provides a standardised language for
discussing security features (or security services as ISO 7498-2 dettueiioésand mechanisms. We
will usetheterminology defined in ISO 7498-2 wherever possialiough we prefer tasethe term
security featurerather thansecurity service to avoid confusion with services provided via a
telecommunications network. 1SO 7498-2 definamrge oftypes of securitfeature, as well as a
classification of security mechanisms, and describes which mechanigmsbeused to provide each

of the defined security features.

In looking at techniques appropriate to telecommunications networks we will summarise the progress
which has been made in recent years in providing general-purpose stafodaesturity mechanisms.
This work has primarily taken place within ISO/IEC JTC1/SC27/WG2.

3.3.2 Security mechanisms

We now consider aange oftypes of securitytechnique which are relevant to the provision of the
types of security feature discussed in Section 2 abovepaitticular we consider théllowing
categories of security mechanism (ntiiat some techniquesan beused to help as components in
other, more complex, mechanisms):

» enciphermenmechanisms (for providingonfidentialityfeatures),

» integrity mechanisms (for providingdata integrity featuresand as abuilding block in
authentication exchanges),

16
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» digital signaturemechanisms (for providingata integrityandnon-repudiatiorfeatures),

» hash-functions(used in conjunction with digital signaturesmd also as a means of building
integrity mechanisms), and

» authentication exchangé®or providingentity authenticatiorfieatures).

GSM and DECTmake use of encipherment mechanisms (to proaidmterface dataonfidentiality
anduser identity confidentiality), integrity mechanisms (to help construct authentication exchanges),
and authentication exchanges (to provide entity authentication).

We now look at each of these categories of mechanism in a little more detail.

3.3.3 Encipherment techniques

No international standards existr encipherment techniques, desgite US standardisation of the
DESblock cipher algorithmsome 15 years ago (ANSI X3.92-1984ahd itssubsequent adoption as a
de factostandard by the international bankiogmmunity. Instead workasfocused orcreating an
internationalregister of encipherment algorithms, which will provide each registaigdrithm with

a unigue name. ThBrm of register entriesand theprocedure forhaving entries added to the
register, is standardised in ISO/IEC 9979: 1991, [12]. The internatRmgastration Authoritys the
NCC here in the UK.

The GSM standards makase of a proprietarglgorithm (calledA5), which isowned byETSI, and
the details of which are kept secratdreleased only tauthorised manufacturevgho are obliged to
sign non-disclosure agreements. The A5 algorithm is not currently on the registeN@&mwiber
1994 therewereten registered algorithms), although there is no reagonit should notbe, since
registration of an algorithrdoesnot require any disclosure tife algorithm’s operation. Given the
status of international standardisatifam encipherment techniqueand the long-standingolitical
sensitivity of encipherment technolodiie GSM approach appears to the only sensiblevay ahead,
and for the foreseeable futurehis appears to be thenost appropriate means for selection of
encipherment techniques.

Before proceeding it is worth observirtat, although there are no internal encipherment algorithm
standards, there is a standard govermiags inwhich ablock cipher algorithm (such as DES8)ight

be used.This modes of operatiostandard (ISO/IEC 10116: 1991, [11jpsevolvedfrom the ANSI
standard prescribinghnodes of use fothe DESblock cipher (ANSI X3.106-1983). However, this
ISO/IEC standard iprobably oflimited relevance to telecommunications networks, since high-speed
stream ciphers rathethan block ciphers are probably appropriate for the majority of
telecommunications networks (it is certainly true that A5 is a stream cipher algorithm).

3.3.4 Integrity techniques

The purpose of a data integrity technique is to enable the recipient of a data string (protected using the
technique) toverify bothits origin and that it has ndteen changed itransit. Hencesuch a
mechanism can be used to provide both data integrity and origin authentication features.

Standarddor integrity mechanisms date backtte early 1980s; ANShas publishedtwo integrity
mechanisms fobankinguse (X9.9-1986 (revisednd X9.19-1985). A corresponding international
banking standardSO 8731-1: 1987hassubsequently been publishedll three of these standards
specify use ofhe DESblock cipher algorithm in CipheBlock Chaining(CBC) Mode to produce a
Message Authentication Cod@MAC). A different integrity mechanism, called thdessage
Authenticator Algorithm(MAA), is specified inthe banking standart50 8731-2: 1992 (second
edition). Following fromthe banking work, thénternational standard ISO/IEC 9797: 19@4cond
edition), [13], for an integrity mechanishasbeen producedhis technique islso based othe use
of a block cipher in CBC mode.

The GSM and DECT standards do n&ipport the provision of origin authentication or data integrity
services. However theyboth make use of an integrity mechanismpast of an authentication
exchange technique which supports entity authenticatiomuftale to a basstation(we discusghis
further below). Future telecommunications networks may well wislfféo adata integrityservice as
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an optional feature of service provision; it is also highdssiblethat ISO/IEC 9797 will not be
appropriate for use, as it requirg®e implementation of &lock cipher. However, one-wayhash-
function algorithms are at an advanced stage of standardigs¢ierbelow)andthey can besimply
adapted for use as integrity mechanisiausg this mightwell provide a possible route for future
telecommunications networks. It certainly seems reasonable to suppbigure network designers
will wish, wherever possible, to user standardised cryptographic technmiphves thandesign their
own.

Finally it is important to noteéhat, in parallel with thecryptographiccheck functionof the type
describedthe general class of integrity mechanisms also includes non-cryptographic mechanisms
which are vital to the provision of integrity protection for sequencesiaf packetspr each of which

an individual MAC or check-valugnay be computed. Examples of these non-cryptographic
mechanisms include these of sequence numbers or timestamps to praléde integrityfor entire
sequences of packetgjainst manipulation (including threats such as duplicaiuothdeletion of

entire packets).

3.3.5 Digital signature techniques

A digital signature technique is a function which, when applied to a data gtriodpices a result
which enableghe recipient toverify the origin andntegrity of a data string, i.e. it can beed to
providedata integrityand origin authenticatiofeatures. Moreover ihas thepropertythat only the
originator of a data string cgroduce a valid signature, i.e. being ablevedfy the correctness of a
signature produced by an entitlgesnot providethe means teomputethat entity’s signature on any
data string. Digital signature techniques canubed to providenon-repudiationof origin for a
message, i.e. the recipient ofreessage with entitj’s signature on it, hasvidencethat A sent the
message which evehcannot repudiate.

Digital signature algorithms can be divided into two types.

» Digital signatureswith message recovery which have theproperty that the messagecan be
recovered fronmthe signature itself; such signatuiean normallyonly be applied to messages of
limited length (e.g. of length at most 500 bits).

» Digital signatureswith appendix- where themessage needs to be sentparallel with the
signature, and signature acts as a “check’ on the separately transmitted message.

A technique of the first type has been standardised in ISO/IEC 9796: 1991, [9]. The algsethis
a variant of the well-knowRSAalgorithm, the first and best known of theblic key(or asymmetrig
cryptographic algorithms.

A US standardvas recently publishe(the NIST Digital Signature StandardDSS) for a different
signature algorithm (a variant of the El Gamal signature algorithm), this time of the sasdnthre
generally useful, type.This technique is almost certain to be included in an emerging multi-part
international standard, ISO/IEC 14888, [10], which will contagveral techniques for Digital
signatures with appendix. In parallel with these ‘general purpose’ standardsydusternational
banking standardg€ommittees have been developistandards incorporating these of RSA
signatures.

It is therefore now possible twaythat there are aariety of well-establishedignature techniques
available. However, theyall share thesame implementation difficulties (albeit to varying extents),
namely that calculation of a digital signature cawvdry computationally intensiveThis means that,
until very recently, their implementation in hand-portablelecommunications terminalsas been
impractical. Smart cardsapable of performing digital signatures in a small fraction of anggc
which is what is needed, have proved difficult to make at an economic price.

However, as soon aichdevicescan be made at @lose tothe price of current smart cards, the use
of digital signature techniques could becovaey attractive. As well as providingll thefeatureghat

a conventional integrity mechanism, such as those built @8 and DECT, canoffer, key
managemenfor digital signature techniques is significantly simpler, since verificdteysneed not

be kept secret. Moreovedigital signature techniques enable the provision of non-repudiation
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features, which irturn makes telecommunications services suclrragutable chargingand/or non-
repudiable financial transactions a possibility.

3.3.6 One-way hash-functions

One-wayhash-functions are an essential componeatlafigital signature with appendix techniques.
A hash-function takes as input a data string of arbitrary leragttl,outputs ahash-codeof some
smallfixed length (e.g. 128 bits). In theontext of a digital signature with appendix technique, the
message to be signed is finsput to a hash-function, and then therived hash-code isput to the
signature algorithm itself. However, hash-functions also have uses outside context of digital
signature algorithms. One important characteristic of hash-functions is that, omige other
cryptographic functions, they daot use a secret keynd hence their entire operation figpically
public.

A multi-part international standarfbr one-way hash-functions (ISO/IEC 10118, [14]) is under
development. The firsttwo parts (ISO/IEC 10118-1: 19%nd ISO/IEC 10118-2: 1994) have now
been published. Part 1 contains general informa#ind,Part 2lescribes twanethods foilgenerating

a hash-function from a block cipher.

Part 3,for which publication iplanned in 1997specifies in completdetail three ‘dedicatediash-

functions, alldesigned specifically fothe purpose. One, known 881S is already thesubject of a
recently published US NISBtandard; it is designed to hesed withthe NIST DSS (signature)
algorithm, although it igqually applicable to othesignature algorithms. The oth&vo, known as
RIPEMD-128andRIPEMD-16Q have beeneveloped apart of theEU-funded RIPE projecthe two

RIPEMD functionsarethemselves ‘improved’ versions of MD4, a hash-functieveloped by RSA
Inc. All three of these algorithms are simple to implememsoiftware,and canprocesdata at high
rates even on modest microprocessors.

Part 4,also likely to be published in 1998pecifies apair of hash-functiondased on modular
exponentiation. The reasdior designing such hash-functions ikat some digital signature
algorithms (e.gRSA) are also based on modular exponentiatiand hence a hash-function which
could make use dhe same arithmetic functions, perhaps implemented in hardmaghi bevery
advantageous.

Parts 3 and 4 amnost likely to be of value in telecommunications networkarticular either as

part of a digital signature algorithm, or as thesis of an integrity mechanism. In fact itvisry

simple to use a hash-function to produce an integrity mechattientgiata to be integritgrotected is
concatenated with a seciety, and the resulting data string is input to the hash-function. The hash-
code output can then serve as a check-value on the original data string, and, given the hash-function is
itself cryptographically stronghe check-value for a messagan only be calculated by someone
possessing the correct secret key.

Finally we note one othgrossible application for ane-wayhash-function whiclmay be of relevance

to telecommunications networks. If a stored data object (e.g. a file) needs protection against change, it
can be input to a hash-function and theput stored in a secure place. Recomputieghash-code

and comparing it with the stored value can be useetify the correctness of the storédta. This is
valuable in protectingagainst malicious changes made by malicious entities or programs (e.g.
viruses).

3.3.7 Authentication exchanges

Authentication exchange techniques &oithentication protocolgs they often calledire exchanges
of cryptographically protected messages, which héeeobjective ofenablingtwo communicating

entities toverify one another’s identity, i.ethey provideentity authenticationfeatures. Entity
authentication can only be achieved for a single instant of time. Typically these exchangesidce
initiate a secure connection, aBdssion Keysiay be established as a by-produdhef authentication
process.

In order for these authentication exchanges to wawke orall, of themessages need to be protected
by a cryptographic mechanistygpically either an encipherment mechanism, a digital signature or an
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integrity mechanism. In addition, non-cryptographic mechanisypscally time-stamps orandom
‘nonces’) need to be included in the messages to guarantee that the messages are ‘fresh’.

The first standardised authentication exchangare specified ilCCITT X.509 (1988) (ISO 9594-8),
which contains three differeptotocolsall based origital signature techniques; a revised version of
this ITU-T Recommendation/ISGtandard hasecently been published. Sintleen a multi-part
standard ISO/IEC 9798, [4], hdmen developed;ontaining avariety of different authentication
exchange techniques using a range of different underlying cryptographic mechanisms.

Part 1 (ISO/IEC 9798-1: 1991) contains a generadiel for techniques ahis type. Part 2(ISO/IEC
9798-2: 1994) contains a set of authentication exchanges in whichegsagesare protected using
an encipherment technique. Part 3 (ISO/IEC 9798-3: 1993) contains asethafrauthentication
exchange techniques. These techniquesabiieased orthe use ofdigital signature techniques to
cryptographically protect themessages. Yetnother set of authentication exchange technighés,
time based omthe use of integrity mechanisms, is to be foundPart 4 (ISO/IEC 9798-4: 1995). In
each of Parts 2, @8nd 4,some ofthe exchanges are suitalfte use when synchronised clocks are
available(and hence thmessages contain time-stamps whieln beused to verifytheir ‘freshness’),
and some use random or pseudo-randontegor challengeyinstead.

The GSM and DECT standardboth specify the use of authentication exchange mechanisms to
provide entity authenticatioservices between a mob#ad abasestation (ovethe airinterface). In

both cases, althougihe mechanisms are slightly different, the mechanisomorm to techniques
specified in ISO/IEC 9798-4, i.e. the mechanisms are based on the use of integrity techniques. In both
cases freshness is guaranteedthy use of pseudo-random nonces (challenge3he integrity
techniques used are in both cases based on secret proprietary algorithms.

In both GSMand DECT the authenticati@xchanges aresed athe start of a connectiothey also
provide the basis of session key distribution systems. The session key is subsequentlgngpldn
the data sent over the connection.

The use of authentication exchanges is fundamental to the proviseausity in any situation where
a communicationdink is liable to attack. It is difficult to imagine any futumeobile networks not
employing such a technique as a filise of defenceagainst users wishing to fraudulently obtain
service. Authentication exchangemy also be employed where different network operatarer
service providers need terify oneanother’s identity whethey are collaborating tprovide service
to a user.

Finally it is also important tobservethat authenticatioexchange techniques can be integrated with
techniques to provide user identity confidentiality basethemuse of continually updated ‘temporary
identities’. Such schemes already operate in G&¥, anelaborated version of tteSM andDECT
schemeshas recently been proposed for adoption asnachanism for use iFPLMTS (see also
subsection 9.3).

3.3.8 Summary

We conclude by observing that it should be clear that there already exist an increasinggngédef
standardised security techniques of potential use in future telecommunications networks. In the future
the existence of these standardised techniguag removehe needor the design ohew techniques
whenever a new system is created. In the medium terchperhapsoonerthanmany expertsvould

like, this may well obviatethe needfor specialised cryptographers, at leastfasas commercial
communications are concerned! The real nbeth nowand in thefuture, is for skilled staff capable

of selecting, integratingind managing thever-increasing range skecurity product@nd systems
available.
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3.4 Selection and prioritisation of security mechanisms

We now describe general approach fdhe selection of specific mechanisms for 3@8d also for
assigning priorities to the mechanisms. Various approachesfexisalising a particulatype of
mechanism, and the most common approaches are identified here.

The approaches identified are (generally)ratordance with the approaches identified by 1ISO and
appropriate references are given in the text.

The priority assigned to a particular mechanism indicates the relative importance of the mechanism to
3GS (i.e. its impact on theecure operation dhe system). Arating of primary(P) indicatesthat

failure to use¢he mechanisnsould seriouslympair secure operation dhe system, whilst aating of
secondary (S) indicatethat theconsequenceare (probably) less severe. Aating of tertiary (T)
indicatesthat thespecification of such mechanismsy be outsidéhe scope ofstandardisation and

need not be addressed. Furteabdivision usinghumerals 1 - 3 accompanies the P agathg (1 =

most important, 3 = least important).

3.4.1 Authentication
Four approaches have been identified for providinghentication mechanisngsee ISO/IEC 9798,

[4]):

* symmetric,

* public key,

» cryptographic check functions,
» zero knowledge.

Unlessfurther study dictates otherwise, at least anechanism should be realised for each of the
aboveapproaches. Mechanisms should, wherever possible, be based on those mechanisms used in
current systems. Mechanisms should incorporate secure key distribution/agreement if necessary.

Priorities assigned to authentication are as follows:
» P1 authentication of user to network operator/service provider;
 P1 authentication of service provider/network operator;
» S1 authentication between service providers and network operators;

* S2 authentication of terminal to network operator/ terminal manager.

3.4.2 Confidentiality
The following approaches have been identified for providing confidentiality mechanisms:

» Block ciphers (and theivarious modes of operation)Block cipher modes of operation are
specified in ISO/IEC 10116, [11]. Block ciphers can be divided into the following categories:

* symmetric, and
e asymmetric.
» Stream ciphers.

Note that ISChasdefined a register for confidentiality mechanismsgociphermentechniques), the
form is which is specified in ISO/IEC 9979, [12].

Mechanisms for confidentiality may depend ugba choice of air-interface(s). Neverthelessme
aspects will be independent of this (e.g. management of cipher keys) and can be studied immediately.

Priorities assigned to confidentiality are as follows:
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» P2 confidentiality of user traffic, signalling data, and control data over the air interface;

» P3 confidentiality of user traffic, signalling data, and control data sent between provider
domains;

« T confidentiality of user traffic, signallinglata, andcontrol data sent within a
provider domain;

« T confidentiality of stored data;

* T end-to-end user traffic confidentiality.

3.4.3 Anonymity
Three approaches have been identified for providing anonymity mechanisms:

» Identity confidentiality mechanisms, which can be divided into the following categories:
* symmetric,
e asymmetric,

» temporary identities,

* anonymous access.

Priorities assigned to anonymity are as follows:

* P3 user anonymity.

3.4.4 Access control
Six approaches have been identified for providing access control mechanisms:

* non-cryptographic authentication techniques. These can be further subdivided into:
» personal identification numbers,
» simple challenge - response,
* biometrics,

* registration,

» type approval,

* barring,

* auditing,

» physical means.

Priorities assigned to access control are as follows:
 S1 access control to equipment;

e T access control to stored data

3.4.5 Integrity
Three approaches have been identified for providing integrity mechanisms:

* non-cryptographic integrity (error detection/correction, CRCs),

» cryptographic check functions (including MACSs),
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* hash functions.

A cryptographic check function is specified in ISO/IBZ97, [13]. Cryptographic hash-functions are
specified in ISO/IEC 10118, [14].

Priorities assigned to integrity are as follows:
* S2 integrity of user traffic, signalling data, and control data over the air interface;

» S2 integrity of user traffic, signalling datand control data senbetween provider
domains;

T integrity of user traffic, signalling datand control data sent within a provider
domain;

* T integrity of stored data;

* T end-to-end user traffic integrity.

3.4.6 Non-repudiation
Two approaches have been identified for providing non-repudiation mechanisms:

e symmetric;
e asymmetric.

Non-repudiation mechanisms aspecified in ISO/IEC 13888, [15]. Priorities assignedntm-
repudiation are as follows:

» S3 non-repudiation of user access to services;
* T non-repudiation of access to stored data;

* T non-repudiation of origin and delivery of user traffic.
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4. The design of authentication protocols

4.1 Introduction

In this section we consider some general issues relating to the design of authentication protocols. This
serves as a preface to Section 5, in which we consider the specific problem of designing authentication
protocols for use in providing service-relateduthentication services in future mobile
telecommunications networks.

We start, insubsection 4.2, by giving a general analysithetypes ofmechanism which can hesed
to provide entity authenticationthis includes areview of the approachefllowed by the second
generation systems GSM and DECT. In subsection 4.3 we considéhé@nvironment in which an
authentication protocol operatesyd theproperties of the mechanisms underlying pnetocol, affect
the design of th@rotocol itself. In subsection 4.4 we consider howitiple authentication servers
can beused to deal witlthe situation where an entityay not trust any single servabsolutely;this
may be of relevance to the situation where a mobile user is roaming in networks where Itz user
knowledge ofthe trustworthiness of the network operatorm#ty beusing to send oreceive calls.
The protocols described will only work correctly if matean half theservers bahave according to the
protocol specifications. We conclude in subsection 4.5 by descrivintherprotocol to provide
entity authentication using multiple servers, wheresdme circumstances, an entity need anigt a
minority of them to behave correctly.
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4.2 Providing authentication in telecommunications networks

4.2.1 Introduction

Before analysing in more detail the nature of authenticapootocols inthe context of 3GS (in

subsections 4.and 4.4below) we review some dhe types of cryptographimechanism which have
been considered for providing usarthentication in 3GS. Thrgview isintended as a starting point
for a systematic approach to the selection of entity authentication mechanisms for 3GS.

The scope is very restricted in that it only considers mechanisms for one type of authentication, namely
authentication of a user to a service provider, for example as part of call set-up. Moreover, it reaches no
conclusions or recommendations, but rather outlines a number of options for further investigation, and
draws attention to a number of factors which need to be considered as part of that investigation.

4.2.2 Mechanisms for user authentication

This subsection outlines a number of approaches to providing a mechanism for user authentication. The
approaches are given in outline only. Variations on all of them are possible, but these are not discussed.
Potential advantages and disadvantages are listed, but these are open to debate and no assertion is made or
implied that the lists are complete.

4.2.2.1 The GSM approach

This approach is based on the use of a symmetric authentication algarittirich is implemented in the

user’s access device and in an authentication centre controlled by the user’'s (home) service provider. It
requires a user-specific authentication keywhich is held in the access device and the authentication
centre.

The mechanism works as follows. When the user attempts to access a service, for example to register or to
make or receive a call, the network operator recognises the service provider of the user from the user’s
identity and signals to that service provider requesting authentication data. The service provider then
instructs the authentication centre to produce the data and signals this back to the network operator. The
data consists of one or more pairs of challenges and responses, CHALL, RES. The response RES is
computed from the challenge CHALL using the algorithmnder control of the user specific K&y The

network operator then sends CHALL to the user and awaits a response XRES. This response is computed in
the user’s access device, from the challenge received from the operator using the agonitiemcontrol

of K, and sent to the operator. Upon receipt, the operator checks that RES and XRES are the same. If they
are not, authentication has failed and access is denied.

Typically, the network operator will request more than one set of data so that it does not have to signal back
to the service provider at every call attempt. Each CHALL, RES pair is used once.

There are a number of advantages with this type of mechanism which need to be considered as part of the
selection procedure for the most appropriate mechanism for 3GS.

Advantages are:

* The user-specific ke is known only to the user’s service provider and the user’s access device; it does
not have to be revealed to any other party.

» The authentication algorith# may be specific to the service provider, or indeed to the service provider
and a particular group of its users. It does not have to be implemented or known by any other party, and
the service provider can change it for one or more of its users by merely issuing a new access device.
Only the sizes of the parameters CHALL and RES need to be standardised.

» The mechanism can be readily adapted to provide a means to generate encryption keys for protecting
user traffic and signalling on the radio path, a fresh key being generated for each call.

Disadvantages are:

* The network operator always has to signal back to the service provider in order to obtain the
authentication data, none of this data can be re-used and all is specific to the particular user.
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4.2.2.2 The DECT approach

This is a modification of the GSM approach which removes the need for the operator to request user
authentication data from the service provider for each access.

The approach is based on the use of two symmetric algorhemsiB, and a user specific authentication

keyK. AlgorithmsA andB are implemented in the user’s access device, algoAtigimplemented in an
authentication centre controlled by the user’s (home) service provider, whilst algBrishmplemented by

every network operator, or at least by every network operator who provides telecommunications services on
behalf of the user’s service provider. The keys held in the user's access device and in the service
provider’s authentication centre.

The mechanism works as follows. When the user first attempts to register with a network operator, the
operator recognises the service provider for the user from the user’s identity and signals to that service
provider requesting an authentication key. The service provider then instructs the authentication centre to
produce the key data and signals this back to the network operator. The key data consists of 8 &ey seed

a key valueKS The keyKSis computed from the se&lusing the algorithnA under control of the user
specific keyK. The network operator authenticates the user as follows. It generates a challenge, CHALL,
and computes a response RES from CHALL using algofhumder control of the kégS The user is sent

CHALL along with the see, and the operator awaits a response XRES. This response is computed in the
user's access device, by first computik§ from S using algorithmA under control ofK, and then
computing XRES from CHALL using algorithB under control oKS Upon receipt, the operator checks

that RES and XRES are the same. |If they are not, authentication has failed and access is denied. Note that
the value of CHALL must change upon every use of this mechanism.

Advantages are:

* The pair(S, KS)may be used by the network operator for the particular user for as long as the user is
registered with that network. Since the service provider ché@sefferent operators or different
registrations may be given different keys for authenticating the user.

» The user specific ke is known only to the user’s service provider and the user’s access device, it does
not have to be revealed to any other party.

» The key generation algorithfamay be specific to the service provider, or indeed to the service provider
and a particular group of its users. It does not have to be implemented or known by any other party, and
the service provider can change it for one or more of its users by merely issuing a new access device.

» The mechanism can be readily adapted to provide a means to generate encryption keys for protecting
user traffic and signalling on the radio path, a fresh key being generated for each call.

Disadvantages are:

» The network operator has to signal to the service provider in order to obtaik&which is specific to
the particular user.

» The algorithmB must be known to and used by all operators that provide telecommunications services
for the particular service provider. In practice the algorithm must be standardised.

» The service provider has to trust that the network operator will preserve the confiden#eity of

» A secure channel needs to be provided for the transkB sbm the Service Provider to the Network
Operator.

4.2.2.3 Digital signature approaches

This approach is based on the use of an asymmetric (public key) algarithinch is implemented in the

user's access device and by every network operator, or at least by every network operator who provides
telecommunications services on behalf of the user’s service provider. Typically the algorithm would be RSA
or the DSS. The user’s access device contains the secri€t bbH key for the algorithm, and the user’s
service provider holds the public hElf of the key. The kel is used for signing, whilst the k& is used

for checking signatures computed udiag
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The mechanism works as follows. When the user first attempts to register with a network operator, the
operator recognises the service provider for the user from the user’s identity and signals to that service
provider requesting the public kéy for that user. There are two possible ways in which authentication
may then proceed, as a bi-directional or as a unidirectional protocol.

1. With the bi-directional approach, the network operator sends a challenge CHALL to the user. This is
received by the user’s access device which Agescompute a signature SIG on CHALL under control
of the secret kel(.. The signature SIG is then sent to the network operator which uses algdrithm
under control of the public ke, to verify that it is the correct signature for CHALL for the particular
user. The details of the checking depend upon the algorithm.

2. With the unidirectional approach, a signature SIG is computed by the user’'s access device using the
algorithm A under control oK on some (user access device generated) ‘timely’ data TIM. The data
TIM, SIG is sent to the operator. The operator checks the timeliness, or freshness, of TIM and then uses
A under control oK, to verify the signature SIG.

Advantages are:
» The keyK, may be used by the network for as long as the user is registered with that network.

» Network operators do not have to maintain confidentiality of thekkewnd service providers do not
have to entrust network operators with keys which could be used to make frauduksses -
knowledge oK, does not yield knowledge of the signature ey

Disadvantages are:

» Asymmetric algorithm signatures are long (512 - 1000 bhits) in comparison with symmetric algorithm
responses (typically 32 - 64 bits).

* Asymmetric algorithms are more complex than symmetric ones.

» Asymmetric algorithms are rare - probably only RSA and DSS are candidates, and RSA may not be
politically acceptable - in practice the algorithm must be standardised.

» The network operator has to signal to the service provider to obtain the user specific plibliakelyit
has to have confidence in the authenticity of the key.

» The mechanism may not be readily adaptable to provide a means to generate encryption keys for
protecting user traffic and signalling on the radio path, especiallylif$iealgorithm is used.

4.2.2.4 Digital signatures with certified public keys

With this approach, the user's access device contains the asymmetric algorithm A and the user specific
secret keyKs as with the mechanism described in the previous section. In addition, the device contains a

certificate CERT for the user’s public ki€y. Typically, CERT containk,, the user’s identity, the identity

of the service provider, expiry date, etc.,, and a digital signature SIG_sp. This signature, SIG_sp, is

computed by the service provider on the other contents of the certificate using the alyanitien control

of the secret part SRs of a service provider specific key. Algorithfhand the public half SR; of the

service provider’s key are available to all operators which provide telecommunications services on behalf of
the service provider.

The mechanism works as follows. When the user registers with the network operator, the access device
sends the certificate CERT to that operator. The operator identifies the service provider from CERT and
uses the service provider's public key I§Pto check the signature SIG_sp of the certificate. If this is
correct, the operator accepts the public key of the user, and may then authenticate the user using one of the
protocols outlined in the previous section.

Advantages (in addition to those listed in the previous section) are:

» The operator does not have to signal to the service provider for a user specific key - all it needs is the
service provider’s public key.
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» The certificate may also be used to convey other constant, non-confidential but verifiable user related
data which may be needed by network operators, thereby reducing the amount of signalling to the service
provider.

Disadvantages are:

» Extra signalling over the radio path - CERT will typically be in excess of 1000 bits.

4.2.2.5 Identity based schemes

With this approach, the user has two identities, a public identity Pl and a corresponding secret identity SI.
These identities are constructed by the service provider and written to the age=mssdevice. To construct

the identities requires knowledge of some secret parameters (e.g. the factors of some larly, intedgiee
relationship between the identities can be verified using a parameter which does not need to be protected
against disclosure (e.g. the integeitself). The same parameters can be used by the service provider to
compute the identities for all of its users. Verification of an identity uses a zero-knowledge protocol, which
enables the verifier to be convinced that the access device knows the secret identity without the verifier (or
any eavesdropper) gaining any knowledge of this identity - even if the verifier abuses the protocol.

The mechanism works as follows. When the user attempts to access a service, for example to register or to
make or receive a call, the user's access device sends its pulity iEkto the network operator. The
network operator recognises the service provider of the user from the identity PI, and then executes the
appropriate zero-knowledge protocol with the access device to verify that it knows the secret identity Sl
corresponding to PI.

Advantages are:

» The operator does not have to signal to the service provider for a user specific key - all it needs is the
public parameter of the service provider. This parameter does not have to be kept confidential, but its
authenticity does need to be assured.

» The public identity may also be used to convey other constant, non-confidential but verifiable user related
data which may be needed by network operators, thereby reducing the amount of signalling to the service
provider.

» The protocols are such that various parameters (e.g., the number of bits exchanged) can be adjusted to
suit the level of security required (e.g. the probability of allowitwess to a fraudulent user). Single (as
well as multiple) iteration schemes are available. This feature of being able to quantify resources in
terms of levels of security is attractive.

» Although more complex than symmetric schemes, zero-knowledge schemes appear to be less complex
than public key schemes in terms of the mathematical operations that have to be performed.

Disadvantages are:

» Zero-knowledge protocols require the transfer of quite large amounts of data on the radio path (more
than 1000 bits for the probability ot@epting a fradulent user to be less than{Q although, as
mentioned above, this can be adjusted to suit the level of confidence required.

» Suitable zero-knowledge protocols are, in comparison with symmetric algorithms, comparatively rare -
although there is greater flexibility than with public key schemes. In practice the protocol would need to
be standardised.

» The protocols cannot be used to carry confidential information - hence they cannot be used to establish
encryption keys.
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4.3 Tailoring authentication protocols to match underlying
mechanisms

The text in this section is based on a paper, [16], prepared for publication as part of the 3GS3 project.

Authentication protocolare constructed using certain fundameséaurity mechanisms. We discuss
herehow the properties of the underlying mechanisaffectthe design of authenticatigrotocols.

We firstly illustrate factors affectinthe selection of protocols generally. These factors include the
properties of the environment for authentication protot¢héstesources ofhe authenticating entities,
and theproperties of the underlying mechanisms. Wen consider a number of authentication
protocols whichare based on underlying mechanisms satisfying f#gagent conditionghan those
required for the ISO/IEC 9798 protocols.

4.3.1 Introduction

This subsection of TR2 is concerned witle fundamentasecurity mechanisms whichre used to
construct entity authentication protocasidhowthe strength of these mechanisaffectsthe design
of authentication protocols. For our purposée® underlying mechanism®r an authentication
protocol are divided into two categories, cryptographic mechanisensd time variant parameters
(TVPs). The firstcategory includes symmetric encryptiatigital signatures, cryptographicheck
functions (CCFs)and zero knowledge techniques.The seond category includes clocks for
timestamping, nonce generat@nsd sequence numbers. An authentication protocol, wpickides
mutual proof of identityandtimeliness to a pair of communicating entitiestyigically constructed
using at least one underlying mechanism from both categories.

When anew authentication protocol is needed ipaticular environment, the designer must first
discover what underlying mechanisarg available. For implementation reasons theag belimits

on available mechanismbgcausesach proposed underlying mechanit@as particularproperties
corresponding to the particular environment in whichgiaocol works. In such a cagbke protocol
will need to be chosen to meet the needs of the environamghtthe ‘strength’ of theavailable
mechanisms.

A variety of entity authenticatioprotocols have recently been standardisedtbg International
Organizationfor Standardization (ISOand the InternationaElectrotechnical Commission (IEC).
The four published parts of International Standard ISO/IEC 9798;q4¥grthe generaimodel (9798-

1), authenticatiorprotocols based on symmetmmcipherment algorithms (9798-2), authentication
protocols based on publikey algorithms (9798-3)and authenticatiomprotocols based on CCFs
(9798-4). A fifth part of ISO/IEC 9798, covering authenticatigmotocolsusing zeroknowledge
techniques, is currently at Working Draft (WD) stagehe ISO/IEC 979%rotocols use TVPs, e.g.
timestamps, noncesnd sequence numbers, to prevent valid authentication information from being
accepted at a later time.

The protocols proposed in ISO/IEC 9798 haak been designed to use underlying mechanisms
meeting rather stringent requirements, which may be difficult to meet in grngcal environments.
Hence here we look at alternatives to the ISO/IEC $#88cols whichare still sounceven when the
underlying mechanisms do not meet such ‘strong’ conditions.

After a brief description of the relevant definitiogusd notatiorused inthis subsectionthe discussion

starts insubsection 4.3.3 with aillustration of factors whiclaffect protocol selection. These factors
include the properties of the environmeor an authentication protocothe resources of the
authenticating entitiesand theproperties of the underlying mechanisms. Yden look at the
ISO/IEC 9798 protocols in the context of requirements on the underlying mechanissuségtions

4.3.4, 4.3.5, 4.3.6, 4.3.7, 4.3.8 and 4.3.9, aeasider possible alternatives tioe ISO/IEC 9798
schemes, which do not make such strict requirements on the underlying mechanisms. Finally, in
subsection 4.3.10, we give our conclusions.

! They are referred to as entity authentication mechanisms in ISO/IEC documents.
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4.3.2 Definitions and notation

For thepurposes ofhis subsectiorthe definitions of general security-related termescribed in the
general model of ISO/IEC 9798, [4], apply. In addition the following definitions are used.

* Multiple authentication serversentities who collaborate to provide amthenticationservice to
authentication entities as clients.

» Suppress-replay attackan attack which exploits a message by first suppressarglieplaying it
later.

This subsection makes use of the following notation.

* A andB are the identifiers of entities andB respectively(the distinctionbetween an entity and
its identifier should be clear from the context).

» Kyyis a secret key shared between entiXiedY.

» S is entityX's private signature transformatigwe assumehat the signature transformatidoes
not provide message recovery).

* Vs entityX's public verification transformation.

* Ex is entity X's public encipherment transformation (when usedpag of an authentication
protocol we assuméhat the enciphermenvperation will provideorigin authentication and
integrity services as well as confidentiality).

» Dy is entityX's private decipherment transformation.

* Ryis anonce issued b¢

» Tyxis atimestamp issued By

* Nxis a sequence number issuedxoy

» X||Yis the result of the concatenation of data itetendY.

» CeriXis a trusted third party’s certificate issuing the public paentity X’'s valid asymmetric key
pair.

» Ex(2) is the result of the encipherment of dataith a symmetric encipherment algorithm using
the keyK.

* Fy(2) is a cryptographic check value whichtige result of applying the cryptographitieck
functionF using as input a secret kkyand an arbitrary data striizg

* D is theith optional text field.
* h is a one-way hash function.

* A-B: m denotes thaA sends messageto B.

4.3.3 Factors affecting protocol selection

In this section three importantactors which affect the design of authenticatioprotocols are
discussed, namelyne properties of the environmefot protocolsthe resources othe authenticating
entities and the properties of the underlying mechanisms. As mentionedSéation 4.3.1,
authenticatiorprotocolsare constructed using underlying mechanisms which have vasgitigity
properties (informally, somare ‘stronger’than others). The properties of the mechanisms, the
environment in which th@rotocol is usednd theresources whiclthe authenticating entities have,
all affect the design of an appropriate authentication protocol.

The discussion in this section illustrates that if the environment and entity resources for authentication
satisfy less stringent conditiotisanthose required fothe ISO/IEC 979&rotocols then thelSO/IEC
9798 protocolscannot be usedand adifferent protocol, tailored tonatch the properties of the
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underlying mechanisms, needs to be designed. In subsequent sections we give examples of such
variant protocols.

4.3.3.1 Properties of the environment for protocols

Before considering what underlying mechanisms are availahbbselecting a protocol whichses
them, the designer mug&now the environment in which therotocol will work. A particular
environmenimay impose vergtringent requirements on the underlying mechanenustheprotocol
itself. For the purposes of thésibsection we considére following aspects ofhe environmentor an
authentication protocol.

4.3.3.1.1 Communications channel

Communications channels avsed totransmit themessage exchangeliring the authentication
processing. The major property of a communications channel of interest here igghvhedch entity
has for accessing the channel. The following three kinds of channels are possible instances:

» Equal rights channelwhereall entitiesinvolved in the protocol, includingintruders, have the
same ability to accedbe channel. Everyonecan sendand receive messages. An intruder can
intercept messages, replay messages with or without modificatiamheven introduce new
fraudulent messages to the channel,damnotsuppress messages.

» Authenticated channeWhere different entities have differemghts toaccesghe channel. One
example of an authenticated channeligere the intrudecanjust intercept messages, but cannot
modify messages or introduce fraudulent messages to the channel without being detected.

* Non-authenticated channelhere the inttder can nobnly intercept messages but also suppress
messages, as well as insert, modify and replay messages.

Another property of a communicationkannel of interest here is whether it israadcasthannel or
a point-to-point channel.

» Broadcast channelwhere there exist messages fromagiety of different senderand/orfor a
variety of different receivers. Typically, to make a broadadmstnnel operateorrectly, the
sender’s and/or receiver's names have to be sent across the channel.

* Point-to-point channelwhere thechannel isreserved for garticular sendeand receiver who
both knowthe initiator and terminator éfach message, #uat their names do noked to be sent
across the channel.

4.3.3.1.2 Entity identifier

The majorproperty of entity identities of interest here is which entiti®Ived inthe protocol are
authorised to know @articular entity identifieduring the authentication processing. Wmsider
the following two possible situations.

» The identifier of an entity iallowed to beransferred in clear text. Theajority ofthe protocols
defined in ISO/IEC 9798arts 2, 3 and 4, [4], aexamples of protocolsiaking this assumption,
in thatmost of them require entitiedlistinguishing identifierdo be sent as part of theessage
exchanges. In fact, in the context of the ISO/IEC 9Q®8ocols adistinguishing identifier’ may
be a full identifyingstring for an individual person, anay only be &aingle bit used to distinguish
one of two possible entities.

» The identifier of an entity isnly allowed to be known tparticular entities. One example of such
an environment is a mobile telecommunicatieypstem inwhich a mobile user’s identifier reveals
the user’s location and hence may need to be concealed from interceptors.

4.3.3.1.3 Trust relationship

The trust relationshiglescribes whether one entibglievesthat the otherentities involved in an
authentication protocol wilfollow the protocol specifications correctly.The trust relationship of
particular interest here isetweenauthentication servemndclients. For instance, a clientay not
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trust an individual authentication server. Thpsetocols specified in ISO/IEC 9798 which make use
of authentication servers assume that the server is trusted by both authenticating entities.

4.3.3.2 Resources of authenticating entities

For the purposes ofthis subsection we considahe following aspects ofthe resources of the
authenticating entities.

4.3.3.2.1 Knowledge

An entity involved in an authentication protocolght have one or more of thellowing four kinds
of knowledge before the authentication processing starts:

» sharedsecret informatiowith another entity,

» private information e.g. the private part of the entity’s own asymmetric key pair,

reliable public informatione.g. the public part of another entity’s asymmetric key pair, or

* no knowledg®f another entity.

4.3.3.2.2 Computational ability

The entitiesgnvolved in an authentication protoamlay or maynot have the computationability to
perform the following operations:

» computation of complex cryptographic algorithms (e.g. a digital signature algorithm),
» generation of a key or an offset for a key randomly and securely, or

» generation of predictable or unpredictable nonces.

4.3.3.2.3 Time synchronisation

The entitiesinvolved in an authentication protocohay or maynot have access to securely
synchronised clocks or synchronised sequence numbers.

4.3.3.3 Properties of underlying mechanisms

In this subsection, we consider six propertiestiof mechanisms which anesed to construct
authentication protocols.

» Trusted third parties There are avariety of authenticatiomprotocols which involve use of a
trustedthird party. For example, in a symmetric encryption or CCF based protbeotlaimant
andverifier mayshare ncsecret before use tiie authenticatioprotocol,and in anasymmetric
cryptography based protocdhe claimant andverifier mayhold no public information for each
otherbeforeauthentication. In botbases a trustetthird party can baised to set up appropriate
keys. This third party is typically called aruthentication servemlnd istrusted by both the
entities involved.

» Disclosure of the identifier of an entityln an authentication protocddased on symmetric
encryption or CCFs, if one entity’s distinguishing identifi@s to be&known to an entity involved
before the authentication processing, it ecessary to senthis distinguishing identifier
unencrypted.

» Abuse of digital signaturesIn an authentication protocbbhsed ordigital signatures with an
unpredictable nonce as a challenge, ipassible for one entity to forcihe other to sign a
particular text, which might then hesed for malicious purposes perhaps in different contexts.
This type of behaviour is sometim&sown as using the signer as an ‘oraciid it is thistype of
attack which zero knowledge protocols are designed to prevent.
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» Disclosing corresponding plaintext/ciphertext pairdll the authenticatiomrotocols specified in
Parts 2, 3 and 4 dfSO/IEC 9798 could give corresponding plaintext/ciphertexirs to an
interceptor.

» Unpredictable and predictable noncefNonces used iauthenticationprotocols may besither
predictable or unpredictabléhat is a thirdparty monitoring themessages corresponding to
authentication exchangesay or maynot be able to predicthe nonces in advanceThose
protocols specified ifParts 2, 3 and 4 dSO/IEC 9798 which use nonces, do requhiat the
nonces used are unpredictable to all third parties.

» Using synchronised clockCertain of the authenticatigmotocols specified ifParts 2, 3 and 4 of
ISO/IEC 9798 require the communicating parties to have synchronised alwt#iepend on them
for correctness.

We now discuss each of these propertieshef underlying mechanisms in more detail. WWso
consider alternatives to the ISO/IEC 974@®tocols, which do not make such strict requirements on
the underlying mechanisms.

4.3.4 Absence of trust in a third party

In this section we consider a situation whéne entities,who share nosecret based on symmetric
cryptography or hold no public information based on asymmetric cryptography, waoimete
unilateral or mutual authenticationTypically they will have to get assistance fromthard party,
referred to as an authentication server, during the authenticatomess. However, in some
environments, these clients have no reason to trust an individual server, e.gaahdre malicious
authentication servers who do not follow the protocol specifications correctly, [17].

In such a casdhe ISO/IEC 9798protocols cannot be used directly. In order to design an
authentication protocol whictloesnot require trusting individual authentication serversarge of
possible approaches can be followed.

In the first approach, a client cahoosewhich server is trustworthgndwhich is untrustworthy from
a set of authentication servetgpically by applying a securitpolicy or the history of performance
andreliability. Yahalom etl., [18], proposed a protocol which allows a clienthis agent tachoose

trustworthy authentication serveasdavoid untrustworthy ones. Omfifficulty with this scheme is

that a clientmay sometimedind it difficult to distinguishbetween trustworthynd untrustworthy

servers.

The second approach uses many servers simultaneously to achieve authentication. Gong [17] proposed
a protocol with multiple authentication servers such that a minority of maliammdisolluding servers

cannot compromise security or disrupt servicethiat protocol twoclients participate in choosing a
session keyand each relevant server is responsible for converéind distributing a part of the
session key. Two variations émis approach ardescribed in Section 4.4 below, in bothadfich the

servers each generat@art of asession keywhich can besuccessfully established betweepair of

entities as long as more than half the servers are trustworthy. Both schemes from Section 4.4 have the
advantage of requiring considerably fewer messages than Gong’s protocol.

The third approachbased on asymmetric cryptography, is to sepaaatbentication information
transfer from authentication information issue, i.e. to let the authentication information issifer be

line. One instance of this approachwibere a master server (sometimes catlesl authentication
information issuer or certification authority) issues a certificate whitheis held by anotheserver
(sometimes callethe authentication information transferrer). The certificate is Vafié period of

time, during which there is no need to further contact the master server, since the transferrer can
providethe certificate. The clierdoesnot need to trust the transferreho ison-line, butdoes need

to trust the issuer who is off-line.

4.3.5 Entity identity privacy

First notethat theissue of identity anonymity in security protocols is addressed in considerably more
detail in Section 9 of this report. The remarks here serve as a general introduction to that section.
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When an authenticatioprotocol is usedthe identities of the entities concernady need to be sent
acrossthe communications channel, eithembeddedwithin or alongside theprotocol messages.
There are two main reasons why this might be necessary.

» Depending on the nature of the communications chaafiehessages may need to have one or
more addresses attached. More specifically, if a broadcast channel is beirtharsed, order for
a recipient of a message to know whether or not it is intended for them, a recipient address must be
attached. In addition, many authenticatwnotocols requirehe recipient of grotocol message to
know the identity of the entity which (claims to have) originatedso that it can b@rocessed
correctly (e.g. deciphered using the approprkatg. If this information is not available, asuld
typically bethe case in a broadcast environmetiiten the originatoladdress also needs to be
attached.

» Certain authenticatioprotocols, includingsgome of those in ISO/IEG798, require the recipient’s
name to be included within thgrotectedpart of some ofthe messages, in order to protect the
protocol against certain types of attack.

However,communicating entitiemay require a level of anonymity, whiakould preventheir name
and/or address being seatrossthe channe(except in enciphered form). For example, imabile
telecommunications environmentritay beimportantfor usersthat theiridentifiers are not sent in
clear acrosghe radio pathsince that would revealtheir location to an interceptor of the radio
communications.

Of thetwo reasons listed for sending hames actbeschannel, the secondusually simpler to deal
with, since alternativ@rotocolscantypically be devisedvhich do not require the inclusion of names
in protocol messages; for example, as described in ISO/IEC 9798-4, ‘unidiredteysalcan be
employed. We therefofecusour attention here on trenonymity problemsrisingfrom theuse of
authenticationprotocols in broadcast environments. Itingportant to notethat these anonymity
problems are not dealt with in any published part of ISO/IEC 9798.

There are two main approaches to providing entity anonymity in broadcast channels:
» the use of temporary identities, which change at regular intervals, and
» the use of asymmetric (public key) encipherment techniques.

We now discusshree examples which makese of these approaches. In each case we consider a
‘many-to-one’ broadcast scenario, where many mobile users communicate with a single ‘base’ entity.
In this case anonymity is typically onlsequired forthe mobile usersand, inany case, thenobile

users camnly receive fronthe baseand hence therenay be no need fdhe base address to be sent
across the channel.

4.3.5.1 Example 1. GSM

First observethat in GSM, [40], temporary entity identities (called temporary mobile subscriber
identities or TMSIs in GSMpare transmittedver the airinterface instead of real entity identities
(called internationamobile subscriber identities or IMSIs in GSM). TMSi local identities and
valid only in a given location areandtheyare changed on each location updatd on certaimother
occasions as defined by the network.

A mobile subscriber identifies himself bgnding the old TMStluring each location updapeocess,

which has to be serttefore authentication takes placend musttherefore be sent unencrypted.
However,the new TMSI isreturned after authenticationdempletedand anew sessiolkey hasbeen
generated so that it can be, and is, transmitted encrypted. In the following three exceptional cases, the
subscriber has to identify itself using its IMSI,

 initial location registration,
» old visitor location register is not reachable, and

* noold TMSI is available.
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In these cases antindermay be able to obtaithe IMSI from theGSM air interface. Afterthat, a
new TMSI is allocated and returned encrypted.

4.3.5.2 Example 2: A protocol based on symmetric cryptography

We secondly considerrautual authentication protocol, outlined in [19], whithsbeen designed for
possible adoption by UMT8ndFPLMTS. Likethe GSM solution,this scheme also uses temporary
entity identities to provide identity and location privacy. In this protocol, temporary user identities are
used at evenauthentication exchange including tbase of a newegistration, so that realser
identities are never transmitted in clear text. Tpristocol is discussed imuch greater detail in
Section 9.3 of this report.

The entitiesnvolved inthis protocolare one of number of userg,, a single ‘base’ entity3 and an
authentication served,

The protocol provides the following security services to these principals.
» Mutual entity authentication betwe@&nandB.

» Identity confidentiality forA during the communications betweg&randB.
» Session key establishment betwéeandB.

The protocol makes use dfve cryptographic check functiorfsi (1< i < 5). The expressioRix(D)
denoteghe output of functiorri givenkeyinputK and data inpuD. Theprotocol also makes use of
two types oftemporary identities: S-identities shared by ugeend the authenticatioserverS and
B-identities shared by usefsand thebase entityB. These temporary identities are updaggdry
time the authentication protocol is used.

In the protocol:

* |5 denotes the current S-identity Af

* |'a denotes the new S-identity Af

» Ja denotes the current B-identity Af and
» J'adenotes the new B-identity &f

There aregwo versions of theprotocol, depending on whether or notandB already share a valid
temporary B-identityl, and secret kel{ag.

4.3.5.2.1 Version 1. A and B share Kxg and Ju
The protocol has the following three steps:

M1: Ao B: J,|IR,
M2 B - A RylIF4y, (R)D I, 1IR3, (RIIRIIT)
M3: A~ B: F3 (RJIR:)

whereld denotes bit-wise exclusive-or of strings of bits, and session key

K'as = FSKAB(RA”RB”JIA )-

4.3.5.2.2 Version 2: A and B share no secret

For thisversion of theprotocol we assume onthat A andS share asecretkey Kas and atemporary
identity 15, andB andS have a securehannel which is availabli®r exchanging messagé4? and
M3.
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M1: A B: |,[IR,
M2: B -~ S: |,[IR,
M3: S B FlKAS(RA) O 1A llO]|K g ”FSKAS (AIRAIO)

Ma: B - A: Fl (RO IAlIOfIF3c, (4 IRA 1P

RellF4y,, (RO T IR, (RIIR 15 )
M5 A B: F3 (RiIR:)
whereO is a key offset so that

Kae = F2,_(O[|B).

4.3.5.3 Example 3: A protocol based on asymmetric cryptography

Our third example is based oatne use of asymmetric encipherment. In a protdzated on such
techniques, the sender’s identifier can be enciphered usingoubkc part of the receiver's
asymmetrickey pair, so thabnly the receivercanrecognisdt. If the confidentiality of thereceiver's
identifier is required, a temporary receiver identifian be used. Weow describe an example of a
protocol which worksalong these lines. Thigrotocol is discussed imuch greater detail iBection
9.4 of this report.

We first state the initial requirements.

1. Ais one of number of users of a single broadchannel,used for communicating with a single
‘base’ entityB.

2. A andB have their own personal asymmetric encipherment systemB[ andEg, Dg).

3. A andB have access tauthenticateccopies ofthe public encipherment transformation of one
another.

4. A's identifier has to be kept confidential.

The protocol then has the following three steps:

M1: Ao B: E;(A|RIIL)
M2: B - A: 1L][E.(R:|IR,IIB)
M3: Ao B Ej(RIIRIIA)

wherel, is a temporary identifier foA. For thisprotocol to operate successfultihe nonceRRs and
Rs must be incapable of being guessed by any third parties.

4.3.6 Avoiding abuse of digital signatures

During authentication processifiased ondigital signatures with ‘unpredictable’ nonces, entity
typically challenges entity8 by sending a noncR,. B thensendsA a signature-based message
containing this nonce imeply to the challenge. B attaches no meaning to signing this ‘random
number’. However, bychoosing the nonce appropriatedymay be able to usB's signature for
malicious purposes.

The authenticatiorprotocols specified in ISO/IEC 9798-3 do discussans of dealing with this
possible problemand to helpavoid the worst consequences, a nonce issuethbysigner is included
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in the relevant signature. However, the same problemstilagxist. Wenow considethe following
three-pass authentication protocol given in Clause 5.2.2 of ISO/IEC 9798-3 (see also [20]).

M1: B » A: R||ID
M2: A - B: Cer|R,[[R [IBIIR [& (R IIR [IBIIP )
M3: B~ A: CerB||R IR [|AIIR & R IIR I[A[IP )

The random numbeR, is present in the signed partMP to preventB from obtaining the signature
of A on data chosen [®. For a similar reason the random numBgis present in the signed part of
M3.

However, this approach cannot completely avoid the abuse of signatures for the following two reasons.

1. Although bothA’s andB'’s noncesare included irboth A’'s andB's signaturesB selectsts nonce
beforeA. This means tha is possibly in anore favourable positiothanB to misuse the other
party’s signature. In order to prevehis, B can generate an unpredictable nonod add the
nonce into thenessage beforgigning it, e.g. ilM3 an extra unpredictable nonce can be included
in D, andDs, i.e.M3 becomes:

B A CerB||[R (IR AR IIR" IR R IR [IAIR" [IP")

2. It is possible fothe users of the signatures‘bypass’ some nonces involved ihe protocol if
other signatures in different contexts use noncethénsameway. For example, a different
protocol might makeuse of a messad&(R|[X||B|[D.) or a messag&(R|[Y||A|Ds), whereR is a
random number and or Y hassomeparticular meaning. The signatures of gevious protocol
could then potentially be successfully abused in that protocol.

The abovediscussion implieghat changing therotocol construction just makes abuseddjital
signatures more difficultand cannoprotect against such attackempletely, becausthe protocol
itself cannot detedthe misuse of the digital signaturesolved. Howeverthere do exist means of
avoiding these problems, such as the following.

* In [20] a method calledkey separation’ is proposed, i.e. using differéys for different
applications so as to avoile misuse of digital signatures. Such a technigueelsestablished,
particularly in the context of symmetric cryptography.

* Another approach to avoithe abuse of signatures igsing sequence numbermather than
unpredictable nonces to control the uniqueness of authentication exchBegassahe values of
the sequence numbesse agreed both the claimanandverifier, neither party to arotocol can
be persuaded to sign information whiblas some ‘hidden meaning’(for further details of
sequence numbers see Annex B of ISO/IEC 9798-4).

» Last, but not least, notiaat zero knowledge based protocele specifically designed to prevent
this type of attack.

4.3.7 Predictable and unpredictable nonces

Noncesare used as challenges teerify the freshnessnd timeliness of exchange messages in
authentication protocols. Thogeotocols specified ifParts 2, 3 and 4 dEO/IEC 9798 which are
based on noncesll require thenonces used to be unpredictable, tree nonces must either be
random numbers or pseudo-random numbers which are generated in waglhat intercepting
third parties cannajuess future nonce valueklowever, in someircumstances it is advantageous to
use nonces which are predictable (e.g. if tieygenerated using a countecimck). For example, it
may be difficult for an entity to generate random or unpredictable pseudo-random numbers.

We now consider how secure nonce-bamatthenticatiorprotocolscan bedevised even if nonces are
predictable (as long as they are still ‘one timérhis can beachieved by cryptographically protecting
all the messages in a protocol including the nonces.
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Beforeproceeding we brieflgistinguishbetween predictable noncasd sequence numbers, both of
which areused to contrathe uniqueness of authentication exchangBsey are both used only once
within a valid period of time and can be predicted in advancethiydparty. However, goredictable
nonce is used as a challengettsat therespondedoesnot need tknow it beforereceiving itand to
record it after usingt. A sequence number is agreed the claimant andserifier beforehand
according to some policyand will be rejected if it isnot in accordance with the agregdlicy.
Furthermore, use of sequence numbreey require additionalbook keeping’ for boththe claimant
and verifier.

It hasbeen observed in [2Zthat in an authenticatioprotocol using symmetric encryption with a
nonce, if the nonce is unpredictalifeen either the challenge or thesponsecan be transmitted

unencrypted; if the nonce is predictable both the challergkresponse have to be transmitted
encrypted. Otherwise the protocol cannot protect against replay attacks.

We nowillustrate that thidogic also applies to protocolssing digital signatures andCFs. One
example of howdigital signatures can hesed in conjunction with a predictable nonce to produce a
secure authentication protocol is the following, which is a modification of the protocol given in Clause
5.2.2 of ISO/IEC 9798-3.

M1: B -~ A: CerB||R IS (R)

M2: A - B: CertN|R, IS (RIIR IIB)
M3: B - A: S(RIIRIA

Note that the modification is to include a signed copy of the nonce in médsagieereby preventing
a ‘so called’ preplay attack.

Another example, this timeased onthe use of CCFs, ithefollowing, which is a modification of the
protocol given in Clause 5.2.2 of ISO/IEC 9798-4.

ML B~ A Ry|IF(R,)
M2 A~ B: R[F(RIIRIB)

M3: B - Al F(R:IIRy)

The above analysis meanghat there is agood range of protocols available to support both
unpredictable and predictable nonces.

Notethatwhen using a predictable nonce as a challenge, since a future challenge is predictable to the
responder, the verifier of the challenge has to depend on the honesty and competence of the responder,
[21].

4.3.8 Disclosure of plaintext/ciphertext pairs

There are a number of differentodels for knownplaintext attacks, chosen plaintext attacks and
chosen ciphertext attacks on ciplsgystems(e.g. [22,23]). Although obtaining plaintext/ciphertext
pairs far from guaranteeabat attacks will be successful, it is typicalliye necessary first step for an
attacker. Whether or not an attacker hmscess to aplaintext/ciphertext pair during the
authentication processing depends on both the authenticptaincol and the details of the
cryptographic processing.

We usethe term ‘plaintext/ciphertext pair’ rath&oselyhere, tocover matching pairs of input and
output for a variety of cryptographagorithms, including encipherment algorithms, digital signature
schemes and cryptographic check functionsThe question as to whether disclosing a
plaintext/ciphertext pair is a problem depends on two main things:

» the strength of the algorithm, and
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» whether the same algorithand key are used for applications othaghan theauthentication
exchange.

It is certainly thecasethat in somesituations thedisclosure of plaintext/ciphertextairs is not a
security problemand that is what th&SO/IEC 9798 protocols assumélowever weare concerned
here with situations where disclosure of pairs may be a setlurést, and weonsidemways inwhich
the threat may be avoided.

Thefollowing examples ofinilateral authenticatioprotocolsaredescribed in ISO/IEC 9798arts 2,
3 and 4 respectively.

Example 1: Symmetric encryption with nonce (ISO/IEC 9798-2):

M1: B - A R;||D,
M2: A - B: Dyl|E,, (RslIBIID )
Example 2: Digital signature with timestamp (ISO/IEC 9798-3):

M1 A~ B: TIBIID (S (L [IBIIR )

Example 3: CCF with sequence number (ISO/IEC 9798-4):
ML A~ B NLIBIDIF . N, [BIR )

Whether thes@rotocols provideplaintext andciphertext pairs depends on whatd of the optional
text field D, is used. D, is predictable data (includingull), a plaintext/ciphertext pair exposed.

If D, includes some unpredictaldata, whether the plaintext/ciphertext paiexposed dependsily

on the structure of the cryptographic operation appli€dis secondase seems unsuitable for CCF-
based message exchanges.

If D, is predictable data, in timestamp sequence number based protocols, itather difficult to
avoid disclosure of plaintext/ciphertepairs, since the intruder cahoosewhen to start therotocol
or what predictable number to be used tire protocol. When using aandom number or
unpredictable pseudo-random number as a nonce, the haade becryptographically protected in
order to let the protocols ndisclose any known plaintext/ciphertgdir. Thefollowing examples of
protocols which do ndlisclose plaintext/cipherteptairs do not depend on whether or Bgt D, and
D; are unpredictable.

Example 4: Symmetric encryption with nonce:

ML B~ A: Eg (RID)

M2: A - B: Djl|E,, (RslIBIID )
Example 5: Digital signature and asymmetric encipherment with nonce:

M1 A - B: Eg(RJIBIDIIS (RIIBID )

Example 6: CCF with nonces:
Mo A~ B: RJIBIDIF,_®IBIB Y R |k, & IR )

Note that the first nonc®, in Example 6 can be replaced by a timestdmpr sequence numbBl,.

4.3.9 Using poorly synchronised clocks

The authenticatioprotocols with timestampspecified in ISO/IEC 9798 quire the communicating
parties to have synchronised clocksdthey depend othem to prevent valid exchangetessages
from being replayed at &ater time. There arseveral approaches to achieving seccieck

synchronisationand re-synchronisation (e.g. [24,25,26])However, in somesnvironments, time
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stamp basedauthenticationprotocols need to be usedthough the parties do not haexactly
synchronised clocks. For example, in a mobile telecommunications system, a mobile uBed rihay
difficult always to keep a clock synchronisedith the clock of its service provider. The user and
network maystill wish to use a timestamp-based entity authentication prot@tber than aonce-

based one to reduce the number of messages exchanged, and to allow the detection of forced delays.

Two points must be considered when using a timestamp-ba®sgdcol in such an environment.
Firstly the size of theacceptance window tmatch thepoorly synchronised clock®iust be selected.
The size of thisvindow can be eithefixed or dynamically changed dependingtbe environment in
which the authenticatioprotocol is used, iparticular on thelelays inthe communications channels
and thequality of theclocks in use. SecondBil messagesvithin the currentacceptance window
must be loggedand second andubsequent occurrences of identical messagsn that window
must be rejected (see Annex B of ISO/IEC 9798-2 and [27]).

There are aariety of possible attackshose viability depends otne nature of the communications

(see subsectiofh.3.3), e.g. a suppress-replay attaak happen in a non-authenticated channel, and a
classic replay attackan happen in an equal rights channel or a non-authenticated channel. The use
of timestamps are with respect to different communications channels. For example, when the sender’s
clock is significantlyahead of theeceiver's clockand themessage witlthe sender’s timestamp is
received in time, it can be rejected because the receiver can find that it is a post-dated message.

Furthermore, thigpost-dated messagean protectedagainst aclassic replay attack by using the
previous approach. However, this post-dated messagée attacked bysuppress-replay attackee
[28]). In this case, theprotocol mayremain vulnerableeven afterthe faulty clock has been
resynchronised becauseat post-dated message could be replayed in a correctedidatere One
instance of a suppress-replay attack is wheb®egus basetation in a mobile telecommunications
system, whichmay be closer to a mobile usttran avalid basestation, could suppredbe user’s
messages and replay them later.

4.3.10 Summary

We have seen howhe properties of underlying mechanism@ffect the design of authentication
protocolsand how totailor authenticatiorprotocols tomatch the underlying mechanisms available.
The properties of the mechanisms are induced by the particular environments in wipobtdbel
works,and by the particularesources ofhe authenticating entities. A number of alternatives to the
ISO/IEC 9798 protocols, which do not make such strict requiremerttseamderlying mechanisms,
have been proposed and analysed. We now summarise them as follows.

» If individual authentication servers are untrustworthy for clients, three possible apprasch@s
allowing clients tochoose trustworthy server®) using multiple authentication servers instead of
a single one, (3) using off-line master authentication servers.

* In order to preserve entity identity privadyo possiblemethods are: (1based on asymmetric
cryptography the entity identity can be hidden by using the public part of the receiver's asymmetric
key pair, (2) one or more temporary entity identities instead of the real entity idesditybe
transmitted unencrypted.

* In order to avoid abuse dfigital signatures, foupossible approachesre: (1) let the signer
generate an unpredictable norared insert thenonce into thenessage beforsigning it, (2) use
different keys for different applications, (3) use sequence numbatBer thanunpredictable
nonces to control the uniqueness of authentication exchanges, (4) use zero knowledge techniques.

* When using a predictable nonce as a challealjenessages, botthe challengeand response,
have to be protected cryptographically. Some possible examples are: (1) in a symmetric encryption
based protocothe challengeand responsererespectively a noncand afunction of thenonce
encrypted bythe sharedkey, (2) in a digital signaturdased protocolthe private parts of the
challenger'sand responder’'s asymmetrikey pairs areused inthe challengeand response
respectively, (3) in a CCF based prototé challenge is a nonce concatenated with a CCF of the
nonce, and the response is a CCF of a function of the nonce.
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In unpredictable nonce based protocols without unpredictable optional text fields it is possible to
avoid disclosing plaintext/ciphertext pairs by using cryptographic protecti@véosymessage. In
timestamp or sequence number based protocols without unpredictable optional text fields, it
appears to be rather difficult to avoid giving plaintext/ciphertext pairs.

When usingpoorly synchronised clocks iauthentication protocols, one approach is to take the
following steps: (1) seledhe size of theacceptance window tmatch thepoorly synchronised
clocks, (2) logall messagesand reject the second andubsequent occurrences of identical
messages within the acceptance window.

41



LINK 3GS3 Technical Report 2 (Final version) 15/05/96

4.4 Authentication and key distribution using multiple servers

The text in thissection is based on twzapers, [29,30], prepared for publicationpast of the3GS3
project.

Somerecent research okey distribution systemshas focused onanalysing trust in authentication
serversand constructingkey distribution protocols which operatesing a number of authentication
servers, which have th@opertythat aminority of themmay be untrustworthy. We proposere two
key distribution protocols with multiplauthentication servers usingceoss checksum scheme. Both
protocolsare based onthe use of symmetric encryption for verifyindpe origin andintegrity of
messages.

In these protocols it imot necessary for clients trust an individual authentication server. A
minority of maliciousand colluding servers cannot compromise secudtyd their inappropriate
behaviourcan bedetected. The first ‘parallel’ protocolcan prevent a minority afervers disrupting
the service. The secondcascade’ protocohas towork with other security mechanisms in order to
prevent a server breaking the procedure by refusimgdperate. As compared with otlpoposed
protocols withsimilar properties thesavo protocolsrequire fewer exchanged messagesd less
computational effort.

4.4.1 Introduction

In the context ofsymmetric cryptography, if tweentities sharing nosecret want tosecurely
communicate with each othehey typically do savith the assistance ofthird party. Typicallythis

third party is an authentication serweho provides arauthenticatiorserviceincluding distributing a
secure sessiokey tothese entities as clients. Such an authentication server is sometimes referred to
as a trustedhird party sinceeveryclient has to trust it by sharingsacret withit. The security of a

typical key distribution protocol depends othe assumptionthat the authenticatiorserver is
trustworthy.  Unfortunately notevery authentication server islways trustworthy. If the
authentication server is malicious, or is compromisedséuerrity of communications between these
clients cannot be guaranteed.

In order to make a protocol work in an environment where clientotitrust an individual server, it
is important to find authenticatioschemes which redudke requirementfor trusting servers.Some
recent research [17,18,31,32,38&s focused onanalysing trust in authentication servers, and
constructing securkey distribution protocols which doot require trusting individual authentication
servers. As has already been described in subsection 4rargeaofpossible approaches exist where
the use of a more complex authenticasenvice results in a more secaredavailable authentication
service. We concentrate here e second of the three approachkescribed in subsection 4.3.4,
namely where many servers are used simultaneously to achieve authentication.

Gong, [17], proposed a protocol with multiple authentication serverstisatlaminority of malicious

and colluding servers cannot compromise security or disrupt servicethalmprotocol twoclients
participate in choosing a sessikay, and each relevant server is responsible for converting and
distributing a part of the session key. However in some environments it is necessary to let servers, not
clients, choose a session key, fexample, in environments where clients cannot randomly and
securelygenerate a sessidwey or candidatekeys. One potential problem with letting servers be
involved in choosing candidate sesskays isproviding clients with the means verify thatthey are
provided with good candidatekeys. Inthis subsection, a candidate sesslay is ‘good’ if it is
received by both clients. In ordergolvethis problem, we discuss a cross checksum scheme, which
works under the assumptiothat more than half the serversfollow the protocol specifications
correctly. We let all servers participate in choosing candidate session keys.

Each server randomlgnd securely generatesaandidatekey. Twoclients participate inverifying
thesekeys byexchanging the relevaoheck values using @ene-way globallyknown hashfunction in
order to check whetheaverycandidatekey isreceived by both clients correctly. These clighisn
eliminate bad candidateeysanduse goodeys tocompute dinal sessiorkey. It isnotnecessary for
clients to trust any individual server because no single server can know the session key.
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Based onthis scheme we propose twkey distribution protocols with an arbitrary number of
authentication servers. In these protocols a minority of malicious and colluding authentication servers
cannot compromise securind can be detected. Thest ‘parallel’ protocolcan prevent a minority

of servers disruptinghe service. The secondcascade’ protocohas towork with other security
mechanisms in order to prevent a server breaking the procedure by refusowpévate. If more
thanhalf theserverdollow the protocol specifications correctlyhe following properties will hold for

the session key:

» it will be fresh (i.e. not a replay of an old key) and random (i.e. not predictable by any party),
it will be known only to the clients and not to any server,

» it can be checked by both clients, and

» it has not been chosen by any individual client or server.

The two protocolswith n servers we discuss hetse 2+4 andn+5 messages, whereas Gong's
protocol, [17], usesr##3 messages.

The rest of thigliscussion is organised &slows. The relevant notatioand assumptions made in
this subsectionare described immediately below. A typicauthentication protocahnd how trust
problemscan arise ardiscussed in subsection 4.4.3. Wenbriefly illustrate Gong's protocol, [17],
in subsection 4.4.4. Aftehat weanalyse a cross checksum scheme in subsection Ba%ed on
this scheme we propose twey distribution protocols, one of which isparallelprotocol specified in
subsection 4.4.6nd the other is theascade protocol in subsection 4.4.7. We concludelisection
4.4.8.

4.4.2 Notation and assumptions

We now reviewthe mainassumptions made here. Altotocols considerethere arebased on
symmetric encipherment. We assuthat two entitiesA andB wish to communicate securely with
each other. For thipurpose they need teerify each others’ identitieand toestablish a shared
session key, but befothe authentication processing stahsy donot currently share any secret. So
they make use of a third party, an authentication s&ver a set of servel§,S;,....S)).

In the protocols using a multiplicity of servers we also assume that:
* AandB do not trust any individual server,
* A andB believe that more than half the servers will correctly follow the protocol specifications,

* AandB share secret keyK 5 and Kgs respectively witts.

We assume that the encipherment operation used provides origin authentication and integrity services,
i.e. areceived message encryptesing a shared secret must hdpesn sent byhe possessor of the
secret in the form that it was received.

In the protocol descriptions,

* A-B: mindicates thaf sends messageto B,

» {m} denotesn encrypted with the kel{,

* X|ly denotes the concatenation of data iterasdy,
» g andh are one-way hash functions,

» [nCOdenotes the integer partmof and

» [nCOdenotes the smallest integer not less than
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4.4.3 A typical protocol and an associated problem

We now discuss a typical protocethich uses symmetric encryption techniquasd lets an
authentication serve3choose the session key.

This protocol issimilar to aprotocol in Clausé&.3 of ISO/IEC DIS 11770-2, [5]. Ithis protocol we
suppose thah andS share a secret ké§ns, andB andS share another secret kigys

M1 A - B: ABJIR,

M2: B - S: AllBIR, IIR

M3: S - B {A|Rsll Kag} i, [l{ Bl Rill Keg} i
Ma: B~ A: {B| R K}« JI{ Al Rl Rg },

Ms: A - B: {BIRG|IR},

whereR,, Rg andR'g are three nonces, alqg is a session key fak andB.

A sendsB a messagdl containing a nonc&®, as a challengeB then sendsS a messagél2
including nonceRRs andRg; S chooses a sessidey Kag and distributes it toA andB in M3; by
checking theenclosed nonce#\ andB verify that thereply of S is freshandretrieveKag; finally A
andB complete a handshake. Aftis protocolhasexecutedA andB have agreed upon session key
Kag, andA andB believethatK,g hasbeen retrieved by eadher and is appropriafer use between
them.

A possible problemwith this protocol isthat A and B have to trustS in order to obtain the
authentication information and the sesskey. S keeps total contralver communications betweén
andB because doesall the ‘verification of identities’and knowsthe session key.This protocol is
vulnerable to active ‘untrustworththird party’ attacks. That is, ifSis malicious or corrupted, it can
intercept communicationsetweerA andB, can impersonaté to B or B to A, and carleak A’'s and
B's secrets.

4.4.4 Gong's protocol with multiple servers

In order tosolvethis problem withthe above protocolGong, [17], proposed a different protocol,
again based on symmetric encryption, but witerversS,,S,,... S, instead of one server. Easérver

is responsible for convertingnd distributing a part of theession key. Ithe following protocol, the
stepsM1;, M2;, M4; andM5; are repeatetbr i = 1,...n. StepdMl; andM2; must all becompleted
before stepM3 is performed; similarly stedd4; andM5; must all completed before stbf6.

ML A~ §: AlB
M2: § - A R

M3: A B: ABIIR IR IHAIBIR IXIC(L, II--IR IHAIBIR Ik IE &)
ma; B - S: AIBIR,IIR IKAIBIR I IC L, IHBIAIR lly IICOQL
Ms: S — B {BIRJIYICYK, KA RIIXIQ 3k,
Me: B~ A: {BIRiIYIIC(Yh, II--IHBIR 1y ICYE,, IRk, Il R

M7: A - B: {Rg
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A (or B) chooses @andidate sessidkey x (or y) andcomputess; = fiq(X,i) (ory; = fiq(y,i)) for each
serverS. Heref;, is a threshold function, [34jhatproduces shadows ok (ory) in such away that
it is easy to recovex (ory) from anyt shadows, but leghant shadows reveal no information abaut
(ory). To computdn(X) (orf;n(y)), A (or B) chooses a random polynomgk) of degree-1 (orp(y))
with p(0) =x (or p(0) =y). A (or B) thencomputesq = fio(x,i) = p(i) (ory; = fin(y,i) = p(i)), i=1,...n.
Due to the property of interpolation, given aryf thex’'s (ory;’s), B (or A) caneasily determing(x)
(or p(y)) and recover = p(0) (ory =p(0)), [35]. With less thahshadows, no information aboxi{or
y) can be determined.

In this protocol, a cross checksum scheme is used to viér#yegitimacy ofthe shadows. Cross
checksums fok andy aredefined asC(x) = (g(X1),..-9(xn)) andC(y) = (@(Y),.--9(Yn)), respectively,
whereg is a one-wayhashfunction. Thesessiorkey iscomputed byKag = h(x,y), whereh is a pre-
determined one-way hash function. In order to preemtB imposing thesession keythe choice of
h is limited; for example, it cannot be an exclusive-or operatiorthisrprotocol,the total number of
messages i 3.

It wassaid in Gong’s papeahat infact there is a majadifficulty in letting servers bévolved in
choosing the session key, becacksents do not have a secure communicatibannelfor verification
purposes beforauthentication completeand thusthey cannoteasily reach an agreement on what
they have received from which servers. As mentioned in subsdctidn insomeenvironments it is

useful to let serversjot clients,choose a session key. We now propose a cross checksum scheme
which is thebasis forthe two new protocolgjiven below. Using thiscross checksum scheme, all
serverscan participate in choosing candidaession keysandtwo clients areable to verifythem and

use all good candidate keys to compute a session key.

4.4.5 Cross checksums of candidate keys

Cross checksum schemes were used by GonpgafitZKlein et al.[32], in keydistribution protocols.
This section discusses farticularcross checksum scheme whican beused for authenticated key
establishment. We ignore fthe moment théssue of verifyingthe ‘freshness’ of th&eys,i.e. we
ignore the entity authentication issues. In the mwxgtsections we descritsuthenticatiorprotocols
which use this cross checksum technique, and thus provide verified dessgstablishmenbetween
A andB.

The cross checksum scheme works as follows.
Algorithm 4.1

1. S generates candidate sesskamysKa; andKg;, andsends thenencryptedunderK,s; and
Kgsito A andB respectively. K, andKg; aregoodcandidatekeys,thenthey satisfyKa; =
Kgi.

2. B computeghe check valueg)(Kg;) of the candidat&eysKg;, where g is a globally known
one-way hash function, then performs the following calculations and &tdls... G's(n) to
A

(K,) = 0g(Kg;) if B believes that it has received the candidate key
9 e/ =M1 otherwise

Ge = g (Keyll---1l8"(Ksy )

G (i) = HGg} ¢,  if Bbelieves thatit has received the candidate key
== Hem2 otherwise

where EM1 and EM2 are error messages.
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3. On receipt of5'5(1),...G's(n) from B, A computeghe check valueg(K,;) of the candidate
keysKa;, then performs the following calculations and se@d§l),...G'a(n) to B.

(K )_Dg(KAi) if Abelieves thaA an@ have received the same key
TN ZLEML  otherwise

G, =g (Kl 1l9"Kyn)

() G « if A believes thah anB have received the same key
I = Al
A EEMZ otherwise

A possible set of message exchangdbesn adfollows, wherethe first stegVl; is repeated
fori=1,...n. StepdM1; must all be completed before stdg.

M1: § - B {Kg} KBS”{ Kat Knag
M2: B - A {Ku i JI-- KA «, I G (DI [IG's (N)
M3: Ao B: G,D]...|GA )

We now show howA andB canusethe exchanged information to agresession key. Irorder for
this process to workd andB must trust at leasi/2+1]of theservers to behave correctiy. at least
[h/2+10of the pairs Ka;,Kg;) satisfyKa; = Kg;.

On receipt ofM1; (or waiting a time-out period if an expected messdgesnot arrive),B firstly
checks whethethe message with a correct syntax frawery serverhasbeen receivedand then
creates a sequen& = g'(Kg1),...9'(Ksn). Because is a one-wayashfunction it doesnot disclose
the secret of the corresponding candidate k&ynow wants to showsg to A. However it is necessary
to guarantee thatny servercan readsg but cannomodify it without being detected. One solution is
for B to sendA another sequencgg(1),...G's(n).

After receivingM2, A generates a similaequences's(1),...G'a(n) by checking whether bothA and

B have receivedhe samekey. A firstly decrypts eacl®'s(i) usingKa;. Because morthan half the
servergollow the protocol specifications correctly, sorg; maynot be the same a&;;, but at least
(h/2+10of the valueK,; are equal to the correspondivguesKg;; A maynot getall Gg encrypted by

B, but A candecrypt at leasfh/2+11Gg copies; some copies mapt be the same as others, but at
least/2+10copiesmust be same. Checking these copfegliminates the minority oflifferent
copiesandkeepsthe majority, so long as thmajority contains >n/2 elements.A thencomputes the
values ofg(Ka;), and compares them with thielues ofg(Kg;) included inGg. After thatA create$G,
andG'a(1),...G'a(n).

On receipt 0ofM3, B checks it inthe samewvay. Finally A andB retrieveall ‘good’ candidatekeys
which areused to construct a sessikay Kag = h(all the good candidatekeys), whereh is a pre-
determined one-way hash function.

Theorem 4.2

Using theabove croshecksum schemé andB can retrieveall good candidate session
keys, and the number of these keys is at [@#2t-1[] given the following assumptions:

1. There arem servers out of a total servers followingthe protocol specifications correctly,
where

m= /2+10

2. A andB both correctly follow the protocol specifications.
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3. Then-mbad servers can possibly do the following:
* not send messagesAmndB or send messages with the wrong syntax;
» send different candidate keysAmndB;
» eavesdrop oB'A(1),...G'a(n) andG'g(1),...G's(n); and
*  modify G'a(1),...G'a(n) or G'g(1),...G's(Nn) in transit betweeA andB.

Note that thesystem will clearlyfail to establish a sessidwey if malicious entities (either
dishonest servers or othinird parties)interfere with communicationsetweenA andB (or
betweerB and thehonest servers). We therefore assuiha A andB will request messages
to be sent again until the protocol succeeds.

Proof

Supposeghat m is the number ofgood’ servers, wheren = [/2+1[] andj is the number of
(Kai,Kgj) pairs which are received ByandB, and satisfiK; = Kg;.

1. On theabove assumptionsand theproperty of encipherment algorithms assumed in
subsection 4.4.3,must satisfy = m = [/2+10> n/2.

2. If G'g(1),...G's(n) have notbeen modified by bad servers, obtainsj copies ofGg
encrypted byB. A combination of th@-j malicious serversanonly construct at mostj
consistent values of an ‘incorredbg, because othe use of encryptionand n-j < n-
m/2+10= On/2-10< n/2.

3. HenceA retrievesj > n/2 valuesK,; which arealso received byB. FurthermoreGa
includesj check valuesand n-j error messages EMland G'a(1),...G'a(n) includesj
copies ofG, encrypted byA andn-j error messages EM2.

4. For the same reasons mentioned in iteren@ 3,B obtainsG, generated byA and
retrieveg copies ofKg; which also are retrieved iy,

We arrive at the conclusion thatandB can obtain >n/2 pairs Ka;,Kgi) which satisfyKa; =
Kpi. These values can then be used to compute a secret sesdag. key

Theorem 4.3

The above cross checksum scheme allows a group of collaborating servers to learn the session
key (or force A andB to agree on different sessi&ays) if m < /2-100 If (/2-10< m <
/2+10(i.e. m = n/2) thencolluding serversan always prevenA and B agreeing on a
session key.

Proof
We first suppose tha < [/2-10] and henca-m = [/2+10> n/2.

Supposeéhat them ‘good’ serversare S, ... S, and then-m ‘bad’ serversare S,.4,....S (and
that the'bad’ serversare all colluding). Thesen servers send pairs Ka;,Kg;) to A andB
(which may not agree)B creates5'5(1),...G's(n) where

G'g (i) ={A( Ke)ll--[19 (Kgy )}, » (kisn).
Then-m ‘bad’ servers then modif§'s(1),...G's(n) toMg(1),..."s(N), Where
O G'g(i) 14€i<m

r @)= . .
o (1) HEML][...|[EMLH( Kn )]0 (Kan )b ifn+ 1< i< n

There ardwo simpleways inwhich Sn.4,...,., can invalidate th@rotocol withthis strategy.
Firstly, if theyfollow the protocol correctlyand putKa; = Kg; (m <i < n), then, orreceipt of
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Mg(1),... Me(n), A will deducethat thefirst m candidatekeys are bad and the lasin-m
candidatekeysaregood(this will follow sincen - m > n/2). A will then eliminate thébad
keys’ and keep the ‘good keys’ @ia(1),...G'a(n), where

o =2 EM? 14i <m
A O LML IEMUD Ky -85 K if m+1< i< n

After receivingG'a(1),...G'a(n), B believesthat A hasretrieved the same lastm candidate
keys. A andB use these candidakeys tocomputethe final session keywhich meanghat
then-m colluding servers can obtain the session key.

Secondlythe ‘bad serverstanchooseKy; # Kgi (m<i < n). By changindg; to K, in the
appropriate places ithe message fronB to A (asabove),and then changing theback in
the returnmessage, the ‘bad servecsinforce A andB into the situation wherthey believe
they have agreed onkay, but in fact theyhave differenkeys; tomake mattergven worse
both the key held b and the key held bB will be known to the colluding ‘bad servers'.

Put simply, in both attacks theajority of ‘bad’ servergan shutut the minority ofgood’
serversand eithemakeA andB agree on differenkeysand/or make them agree on a key
known to all the ‘bad’ servers.

Finally, if [/2-10< m < [/2+10(i.e. m = n/2), then, by failing tofollow the protocol
correctly,the ‘bad serverstan prevent therotocol ever operating correctly, even if they do
not interfere with communications betwegmndB (or betweenA/B and thegood’ servers),
by preventing a majority of candidate keys ever being established.

4.4.6 A parallel protocol

In this section we present key distribution protocol based othe cross checksum method of the
previous sectionA initiates the protocol by sending a requed o M1.

M1: A - B: ABJ|IR,

B thencontactseveryserver§ to lethim choose aandidate sessidtey K;. Thefollowing stepsM2;
andM3; are repeated for=1,...n:

M2: B - S: AIB|IR, [IR
M3: § - B {AlIRsll K}, I{BI BRIl Kl

After receiving answers from theservers (or waiting a time-out period if an expected mesieee
not arrive), B organisestwo sequence$s = ¢'(Ky),...g'(K,) and G'g(1),...G's(n), as defined in
Algorithm 1, and then sends the following messagk to

Ma: B - A {BIR.[I K}, - [HBIIR K X, 11Gs DIl 1G5 @)

On receipt ofM4, A checks itand organisestwo similar sequencesz, = g'(Ky),...g'(K,) and
G'a(2),...G'a(n), as specified in Algorithm 1A then send&'A(1),...G'a(n) toB in M5. B checks it in
the sameway. A andB thus obtain the sangood candidatekeys toconstruct a sessidkey Kag =
h(all the good candidatekeys). The lasttwo stepsare a handshake to inform each ottieat the
correct session key has been retrieved.

M5: A B: G (DIl..IG 4 OIIBIR [Rs k,

M6: B — A: {AIR, (IR},
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In this protocol, if at least orgoodK; is random andresh it is guaranteetthat thesessiorkey Kag is
random andresh. Because onlyA andB know all the goodcandidate sessidkeys,the session key
Kag is known only toA andB and not toany server (as long as= 2). SinceKag results from the
verification betweerA andB, it is verifiable for bothA andB. No one among the serversand the
two clients canimposeKas. S0 thesessionkey Kag in this protocol satisfieghe four properties
mentioned in subsection 4.4.1 tire assumptiothat morethan half the serversfollow the protocol
specifications correctly.

As compared with Gong's protocol with similar properties, this protocol has the following advantages.
1. The number of messages in this protocohisd2which is less thann4-3.

2. Becausehe candidatesessiorkeysare chosen by servergnd no individual client caimpose’
the resultansession keythe choice ofh is less limitedthan in Gong's protocol; for instance, an
exclusive-or operation can be used here, which cannot be used in Gong's protocol.

3. The computationatomplexity ofthis protocol is lower because no polynomiaterpolation is
used.

A possible disadvantage tifis protocol isthe potential length ahessageM4 andM5. Gg (or Ga)
will contain nt bits (giveng outputs a-bit value)andhenceG's(i) (or G'a(i)) will contain at least this
number of bits. HenceM4 andM5 will contain >n% bits. However, forpractical applications, a
typical choice fot might be 200 and might be 20. Thigives a messadength of approximately 10
kbytes,which is not a particularly large valuddoreover,the total size ofmessages here is legn
in Gong's protocol.The reason ishat thesize of G, (Gg) is comparable with the size 6{x) (C(y)),
so the size oB'A(1)|]...[5'A(N) (G's(2)]]...5's(N)) is comparable with

{QR} e JI- AR, €AW} |- IHA Y} )

In this protocol, such messages have tottmsmitted oncehowever, in Gong's protocol, such
messages are transmitted three times.

4.4.7 A cascade protocol

In this section we consider a second ‘cascadsy distribution protocolagainbased ornthe cross
checksum scheme of subsection 4.AM\mtethat thisprotocol works orthe assumptiothat noserver
refuses to provide a service. The protocol is as follows:

M1: A - B: A|BJIR,
M2: B - S: AIB|IR, IR

The following step is repeated fokli <n:
M@i+2): § - $,;:
AIB|IR (IR [HAIIR [IK &, IHBIR [IK %, - IHAIR 1K, [HBIR [Kd,

The last four steps are as follows:

M(n+2): S, - B:

Rel{AIR K 3, IHBI RITK ), - IHAIB ITK K, IKBIRITKE
M(n+3): B - A: {BIRulIK ¢, |I---I{BIR K k. [1Gs OII---IGs 6)
M(n+4) A~ B: Gy (Dll...IG A O)IBIR [Rs }

M(n+5): B - A: {A] RA“%}KAB
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The authentication request generated\@andB is sent ta servers via a cascadbainfrom S, to S,..
Every serverandomlyandsecurely choosesaandidate sessidtey which is sent tA andB via the
same cascadghain. Using an analysis similar that in theprevious section weanshowthatA and
B can detect and eliminate every bad candidate session key which is not recelvaadd®/ correctly.
A and B computeKag by using all thegood candidatekeys. Then A and B complete a two way
handshake.

As in theprevious analysis, iithis protocol the sessionkey Kag also satisfieghe four properties
mentioned in subsection 4.4.1, thre assumptiothat morethan half the serversfollow the protocol
specifications correctly. That means thiprotocol is as secure dke previous protocol. A major
advantage of thprotocol isthat the number ahessages is only+5. Another advantage that the
clients do not need to signiahck to evenserver. Howeverthe disadvantage of thgrotocol isthat it

is possible for a server to ‘breatkie procedure eithenaliciously or by mistake. For example, if a
server simply refuses to cooperasithentication andtey distribution cannot be completed. One
solution is to usehis protocol with a control mechanism whidan detect any server refusing to
provide service, thus ensuring that no one can break the procedure.

4.4.8 Conclusions

Key distribution protocols withouthe assumption of trusting an individual authentication server are
needed in somenvironments where clients have no reason to trust individual serversross
checksum scheme ftine verification of candidateeyshasbeen analysed. These candideggs are
generated by multiple servers in which no individual server is trusted butthaorbkalf of them are
believed to behave correctly. Two protoceish an arbitrary number of authentication servers using
the cross checksum scheme have been proposed.

On the assumptiothat more than half the serversfollow the protocol specifications correctly, four
desirable properties abotlite sessiorkey are guaranteed. Tleessiorkeyis: (1) randomandfresh,
(2) knownonly to clientsand not taany server, (3) verifiable faveryclient, and(4) not imposed by
any individual client or server.

A minority of maliciousand colluding servers cannot compromise securityeitiner protocol, and
cannot break the procedure in the fipgbtocol. The computationatomplexity, the number of
exchanged messagand thesize of total messages the first protocol are lower than theprotocol
proposed by Gong, [17], witthe same highlysecureand available properties. The computational
complexity and message number dhe secondprotocol are lower than thefirst, with the same
property of high security.
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4.5 Authentication using minimally trusted servers
The text in this section is based on a paper, [36], prepared for publication as part of the 3GS3 project.

In this part of TR2 we consider furthekey distribution protocolsusing multiple authentication
servers. The problem of key distribution using minimally trusted multiple servers is consatetet,
new multiple server protocol is presented.this protocol, if at least one servéallows the protocol
specifications correctly, pair of clients carstablish a shared sessik®ay, which cannot be learnt by
any server. So long as ralt theserversare colluding, no matter whether there is a seiolowing
the protocol correctly, no server can force any client to accept a wrong message.

4.5.1 Introduction

In this part of TR2 we consider another variation of the multiple authentication seredtem
previously considered in subsection 4.4.

We start insubsection 4.5.2 by discussipgssibletrust relationshipsetweenclients and servers
during authentication ankky distribution. Followingthis discussion we present an authentication
and key distribution protocol using minimally trusted servers in subsection 4.Behew protocol is
based on a 3-partguthentication andey distribution protocol recently proposed by Steiner et al.
[37]. Steiner et al.’s protocol, using Diffie-Hellmkay agreement [98], requires thigird party to be
trustworthy, because a dishonest servan subvertthe protocol by impersonating one client to
another. However,their protocolhas the interestinépaturethat the resultargession keyalthough
contributed toand ‘strengthened’ by theerver, is notlisclosed tchim. In thenew protocol, clients
do not need to trust either an individual server or a majority of the servers.

In the subsequent four subsections, we discuss simtegesting properties of thiprotocol. In
subsection 4.5.4, we analyse security propertieth@protocol. If at least one servésllows the
protocol specifications correctly, two clients can establish a shared sessiorhiadycannot be learnt
by any server. So long as nall the serversare colluding, no matter whether there isaver
following the protocol correctly, no serveranforce anyclient to accept a wrong message. Once a
sessiorkey isagreed by gair of clients, namalicious entities (e.g. dishonest servers or othied
parties) candiscoverit, even if any symmetrikey sharedbetween onelient andone server is
compromised. In subsection 4.5.5, we considentain special trust relationshifsr which the
protocol processing could be relaxed. In subsection 4.5.6, we cotisélease where dishonest
serveramight havehigher rights tharmlients to accesthe communications channelised totransmit
message exchangdaring theprotocol processinggndwhere theprotocol shouldadd more stringent
checks to prevent dishonest servers benefitting by suppressing exchanged messages. In subsection
4.5.7, wegive an example of how tet multiple servers strengthensassiorkey in order to prevent
one client from imposing the key.

The final subsection contains our conclusions.

4.5.2 Trust relationships

Simmonsand Meadows [38]pointed outthat an informationntegrity protocol involves #&ransfer of

trust. For example, in a typical 3-party key distribution protocol, the two clients both share secret keys
with a server. Each client trusts that the server will prote&eitsand authenticate all cliemquests
andresponses.That meandoth clientsbelievethe server will be honesind competent tdollow the
protocol specifications correctly. Aftéhe protocol succeeds, a sesskry is establishethetween
thesetwo clients. So trust in the servand in theintegrity of the client'ssecure communication

links with the serverhas beentransferred to trust in the integrity of the communicatiik,
established using treession key, between twetients whohad no priottrusted contact. If theerver

cannot be trusted then neither can the newly established link between clients.

As was mentionedarlier, thetwo clients maynot trust an individual serveand sathey might make
use of a set of servers to complete identity verificatol sessionkey establishment. We now
observe what kinds of trusbuld be transferred. Igeneral, there afeur different cases to consider,
depending on how many servers are available and how many of them are trustworthy.
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1. Twoclients trust a single authentication serverthis is the ‘standardiase we have mentioned
above.

2. Two clients trust different authentication serversAn example is provided by a mobile
telecommunications system, whetwo communicating mobile usersyho are registered with
different service providers, onlyust theirown service providers. The$&o service providers
collaborate to provide an authentication service to the users.

3. Twoclients trust some authentication servers from a set of such serlretbiscase, the clients
do not trust any individual server, they believahatsome ofthe servers, whicmay beeither a
majority or a minority, willfollow the protocol specifications correctly. One examplehi$ case
is two mobileusers with a set of network operators in a global mobile telecommunicsyistes.
Thesetwo users, whare roamingetween different networks, get security-related assistance from
a set of network operators. Neither user trusts any individual network operatiigyoatay have
reason to believe that some of the network operators are ‘good’.

4. Twoclients only believe that a set of servers are not all colludiimgthiscase, the clients do not
trust any server, buhey believethat all theservers cannot collude together to defréueim in
some way. The examplalescribed irthe lastcasestill applies, where thenobile users may have
reason to believe that the network operators are not all colluding.

The type of trust relationship whichmay exist betweerclients and servers depends on the
environment in which thprotocol is usedWhen there is no single server trusted by both clients, the
clients pasibly need to aslktwo or more untrustworthy servers to provide an authenticatemice.
Such a set of servers, each of whom is of questionable trustworthiness when actingaaldoe,
believed bythe clients to beacceptably trustworthy, when theye compelled to act jointly by an
appropriate protocol. Aftethe protocol succeedghe trust in the joint action of all theervers is
transferred to a trust in ttemcurity ofthe communications established using sbssiorkey between
two clients.

Finally notethat noprotocol can work correctly if all the serversare untrustworthyand they all
collaborate, since they can jointly impersonate one client to another. Hwengenimalpossibletrust
requirement is encapsulated in Case 4 above.

In the nextsubsection, we will propose a neauthentication andkey distribution protocol using
minimally trusted serversThis protocol works correctly unless! of the serversare untrustworthy
and colluding.

4.5.3 The Protocol

4.5.3.1 Assumptions and notation

The protocol is based on symmeteacipherment an®iffie-Hellman key agreement. It is assumed

that two clientsA andB want to communicate securedyth each other. For thigurpose they need to

verify the identity of one anothe@nd toestablish a shared sessk®y betweerthem, but before the
authentication processing starts they do not share any secret. They therefore make use of third parties,
namely a set of serve8, ...,S,. The trust relationshipetweemd, B andS,, ..., S, can beany one of

Cases 2, &nd 4defined inthe previous section. Ithe protocol,A andB sharesecretkeysK,; and

Kgi respectively witts.

We assume that the encipherment operation used provides origin authentication and integrity services,
i.e. a received message encrypted using a shared secret musedasent bthe owner ofthe secret
in the form that it was received.

We also assumihat Diffie-Hellman key agreement used is based on a Galois fildith p elements
(p prime), a seN = {1, ..., p-2}, andg, a primitive element o6. We suppos¢hat A andB have
agreed use ajJG which may be a universally used value within some domain of clients.

In the protocol descriptions, we make use of the following notation.
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» {Z}« is the result of the encipherment of dtavith a symmetric encipherment algorithm using
the keyK.

* his a one-way hash function.
* DgUN is entity Q's private key agreement valuand Ry (= gDQ mod p) is Q's public key
agreement valueR, andDg are changed in every use of the protocol.

* X||Yis the result of the concatenation of data itet@ndY.
* P-Q: Zdenotes tha® sends messageto Q.

o Kas (=h( gDADB modp)) is the session key sharedAdwndB as a result of the following protocol.

4.5.3.2 Exchanged messages
The protocol has the following exchanged messages, where melgkaght3;, M5; andM6; are sent
foreveryi =1, ...,n.

A initially choosesndstoresD, secretly, calculateR, = gDA modp, enciphers blocksmade up of
Ra andB usingKy; (1 <i < n), and sends theseblocks together with its own nameBdn M1.

M1 A - B: AR B LRIl Be Il IHRIN B,

Upon receivingM1, B choosesndstoresDg secretly, calculateRg = gDB modp, enciphers blocks

made up oRs andA usingKg; (1 <i < n), andsends theéth encipheredlock with A's ith enciphered
block and both clients’ names $in M2; (1<i <n).

M2 B~ §: AlIBI{R 1B, LRI A,

On receipt oM2;, S deciphers both parts, enciphém® blocksmade up oRs, Rs andA or B using
Kgi or Kaj respectively, and then sends thenMig; (1<i < n) toB.

M3: § — B {RI| Rill B, [{RII RII A

If an expected message fromparticular server is nateceived byB during atime-out period,B
eliminates thiserverandinforms A. Notethat to informA which servehasbeeneliminated,B can
use arerror notice in eitheM4 or M7 instead of the dathlock corresponding téhatserver. After
receivingM3;, B deciphers the blocks for him usiKg;, and checks all thi!3; as follows.

B firstly checks whetheall message$/13; have a correct value &s. If not, B simply rejects any
message with an incorrect valueRgfand informsA. B then checks whether the valueRafin all the
remaining messaged3; are the same. If yeB,computeKag andh(Kag||A), and sendM4 to A.

Ma: B~ A {RJ| Rill By [{ RII BII B Il IHRII RII &, 11 © 11 A

Otherwise B will ask all theservers to provide a verification servitatlets A andB decide which is
a correct value dkas. Suppose finds m different values oR, in themessageM3;, namelyRy, ...,

Rm, which correspond taon different values oKag, namelyKy, ..., Kn (K; = h( F\’J-DB mod p)). B

assumes there should be @ only one correct valubere. B sendsS messagél5; (1 <i < n) to
request such a service.

On receipt oM5;, § (1< i < n) choosesn random number$; (1 <j < m) andsends messadé6; (1
<i<n)toB.

M6 § — B {RYI Tl ol M 1AL, THR I IEE I1--- 18 16}
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After receivingM6; (1 <i < n) or waiting for a time-out periofagain, if anexpected message from a
particular server is natceived byB during thetime-out periodB eliminates thiserverandinforms
Ain messag®17), B sends messadé7 to A.

M7: B - A {RJ| Rll B I RII RII B II---I{RII BRIl &, I
h(TITCTI-- T G DR T T 1T G -
h(TDITDTI- - D G RN 1T 1T ¢
h(K,)O T,,0 T,0..0T ...
hNK)OT,.OT,0.0T,,

Notethath(Tj) (1<i<n, 1<j < m) are hashvalues used to check & andB receivethe same
random numbers.

After receiving either messad@4 or M7, A deciphers the firsh blocksusingKy,; (1 <i < n) and
checksthem in a similaway asB did. A firstly rejects any message with an incorrect valu®.of
Then supposA findst (1 <t < n) different values oRg in the remainingnessages, which correspond
tot different values oKag.

If A receivedM4, it computesall correspondingralues ofh(Kag||A), and compares them with the
valueB sent. If one value matches retrievesthis value ashe resultingsessiorkey Kag, and then
computed(Kag||B) and sends messalyi8 to B. OtherwiseA send$B an error message.

M8: A - B: h(K,||B)
On receipt oM8, B checks whether or not the saiig has been accepted By

If A receivedM7 instead ofM4, it checks whetheall nonces of theserversmatch corresponding
check values. If some values dot matchA informsB to eliminate the relevarserversandresend
M7. OtherwiseA checks whether there is a valuekpf(1 < j < m) matching one of theomputed
values ofKg. Note that in order to find such a correct valudas to try all possibilities to compute

h(Ky) O T1i 0 Tor 0 oo 0 Tty h(K) O T2 0 Too 0 oo 0 Ty ooy W(Kir) O T 0 Tom O oo O Tom

in M7. If one value doematch,A sendB messag®19 andretrievesthis value as a sessidey Kag.
Otherwise A sendsB an error message.

M9: A - B: h(K,||B)

After getting the ‘positive’ message M9, B sendsA thereply M10 andretrieves the correctalue of
KAB-

M10: B - A: h(Kg||A)

4.5.4 Security analysis
Suppose the following four assumptions hold.

Assumption 4.4

A andB follow the protocol specifications correctly.

Assumption 4.5

The Diffie-Hellman key agreement parameters are chosen such that
a) computingda (Dg) from knowledge of), p andRa (Rg) is infeasible, and
b) computingag from knowledge of), p, R andRg is infeasible.
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Assumption 4.6

Communications channelsised to transmit message exchangeduring the protocol
processing have thgropertythat all entities involved inthe protocol, including dishonest
servers or othemtruders, have the sameccessrights to the channels. That means a
malicious entitycan interceptnessages, replay messages with or without modification, and
even introduce new fraudulent messagethéchannels, but cannot suppressssages. |If
any malicious entity interferes with communicatidretweenA andB or betweerB and the
honest servergyB will request messages to be sent repeatedly until the protocol succeeds.

Assumption 4.7
In addition to Assumption 4.6, the ‘bad’ servers can only do the following:
a) fail to send messages to eithenr B, or send messages with the wrong syntax;
b) send wrong public key agreement valRggnd/orRs to A and/orB; and
c) send different noncé to A andB.
Then the protocol described in subsection 4.5.3 has the following properties.
Theorem 4.8

If at least one servdollows the protocol,A andB can establistag, which cannot be learnt
by any server.

Proof

If at least one servdollows the protocol specifications correctl3 gets at least ongood’
message including correct valuesRaf andRg in M3;, andA also gets at least ongood’
message including the correct value®gfindRg in M4 or M7. If there is no bogus value of

Ra in M3;, A andB can retrieve the correct valuesRafandRg andagree orKag = h( gDADB
modp) by following M4 andM8.

If there are some bogus valuesRafin M3;, A andB can followM5;, M6;, M7, M9 andM10
to select a correct value Khg. ThevalueTy; O Ty O ... O Ty (1 <j < m), which cannot be
compromised by any server, is used toAedndB compareall the candidatealues ofKag
and decide which valudasbeen received by both ¢fiem and can bagreed on as the
session ke¥ag. Because of Assumption 4.5, all the servers can oRaamdRs, but cannot
discoverKag.

Theorem 4.9

So long as not akerversare colluding, no matter whether there is a sefollowing the
protocol, no server can forééB to accept a wrong message.

Proof

Suppose unlesall serversfollow the protocol correctly, orall serversare colluding, the
probability ofall the values (e.gall bogusRa, Rs andT;) agreeing is minimal. If all the
serversfollow the protocol incorrectly, buare not colludingB might find more than one

value of Ry in M3;, the processinghen moves toM5;. Again, if not all theservers are
colluding, no server cacompromisely; O T, O ... O Ty (1 < j < m) andforce A to accept a
bogus messag®l7 and thenforce B to accept a bogus messag®. The result ishat

althoughA andB might not agree on eorrect value oKag, No server carorce them to

accept any wrong message.

Theorem 4.10
No server can leard,g, if the key is agreed by bothandB.

Proof
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In any circumstance, includingll the serversare ‘bad’ and colluding, if the same,g is
obtained by bottA andB, then it must bden(gDADB modp). Howeverthere is novay that A

(B) canverify thatB (A) (rather than theolluding serverspossessethe valueKag. During
the protocol procedure, none Bfy, Dg andKag are communicated iany way. Because of
Assumption 4.5, although any senaan obtainR, andRg, it cannotdiscoverD,, Dg and

Theorem 4.11

If any symmetric keyKa; or Kg; sharedbetweerA or B and§ is compromised, no interceptor
can discover the session Keéys agreed byA andB.

Proof

During the protocol procedure, none &, Dg and Kxg are communicated iany way.
Because of Assumptiod.5, although any interceptavho has compromisedK,i/Kg; can
obtainR, andRg, it cannot discoveD,, Dg andKag.

4.5.5 Relaxed trust requirements

Observethat theprotocol described in subsection 4.%8rks in Case 4 dirust relationshipslefined
in subsection 4.5.2,e. A andB do not trust any serveandjust believethat not all of theservers are
colluding. The processing of thprotocolcan potentially be relaxed & andB can trust theset of
servers to a greater extent, e.g. in Case 2 or 3. To see this we give two examples.

Firstly, supposeA andB trust different but identified servers, etbgeir own service providers in a
mobile telecommunications system, as defined in Case 2 of subsectionMioke2hat A (andB) only
knows which server is trusted by itself fmmereason, butloesnot know which one is trusted by the
other party. That iswhy theymight still makeuse ofn serversi > 2), nottwo servergrusted by one
of themrespectively. A andB now only need to cheakhether or not a particulanessage frontheir
own trustworthy servenasbeen received; if ihas, therany other message with a differdy4 or Ra
can be rejected and further processing will continue.

Secondly, suppos& andB believethat atleastm serversare trustworthyrf is any integer from 1 to
n), as defined in Case 3 of subsection 4.5.2. After recethimgessageM3; (or waiting a time-out
period if an expected message does arrive),B checksand eliminates such messages which agree
on a value oR, and the number of which is smaller thran The further processing then continues.

4.5.6 Stringent communications channels

We now supposthat, insomeenvironment where thperotocol described in subsection 4.5.3 is used,
communications channelsed totransmitmessage exchangdsring theprotocol processingight

not meet Assumption 3 slubsection 4.5.4; iparticular, dishonesterversmight have greater rights
than clients to access the channels.

Theorem 4.12

If dishonest servergan notonly intercept exchanged messages but also suppress the
messages, as well assert, modify and replay the messages, thegan subvertthe protocol
described in subsection 4.5.3 by impersonating one client to another.

Proof

Supposehere aren-1 honest serverandone dishonest serv&. After receivingM2,, §
choosesand stores its privatkey agreement valu®y, and calculates the corresponding

public key agreement vall (= gDX modp). S sends a bogus messada; to B.

M3 § - B {RII Rl B I{ Rl RIl A,

In the meantimeS, simply suppresseall the messaged$/13; betweenB and all thehonest
servers. As a resuB eliminates all the honest servensdinformsA. On receipt oM3,, B
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computesKpx (= h( RXDB modp)) as a candidate value Kig andsends messadé4 with
h(Kex||]A) to A. S also suppressdgld and modifies h(Kgy|A) to h(Kax||A), where Kax =
h( RADX modp). On receipt of thibogusM4, A computeKax (= h( RXDA mod p)) as a

candidate value df,g and finds it matches the vaIi:n(eRADX modp) from thebogusM4. A

then sendsh(Kay|[B) in M8 to B. Again, S; suppressed8 and modifies h(Kax||B) to
h(Kgx|[B). B thenretrievesKgy as well. S, cannow impersonat® to A by usingKax with A
and impersonatA to B by usingKgx with B.

In order tosolve the stringent communications chanrgbblem with the protocol described in
subsection 4.5.3, we chang®at protocol by giving morestringent checksagain usingexchanged
messagedl1l, M2;, M3;, M4 andM8 of subsectio.5.3. After receivindM3; (1<i < n), B checks it
in two ways:

1) any message with an incorrect valu&gfs rejected, and
2) the value oR, in all n messages must be the same.

If any message is rejected by (1), or if (2) faitenany further processing is rejected. On receipt of
M4, A checks it inthe samavay asB did. Again, if any of thehecks failthen all furthemprocessing
is aborted. Note that this protocol will only succeed if all servers work correctly or all servers collude.

Theorem 4.13
The above protocol has the following properties.

a) If all then serverdollow the protocol,A andB can establistKag, Which cannot be learnt
by any server.

b) If at least one servdollows the protocol, no servecan force A/B to accept a wrong
message.

c) If not all then servers are colluding, no server can foké® to accept a wrong message.
Proof

a) Ra andRg can becorrectlytransferred to andccepted byB and A respectively, sahat
they can agree oKag = h(gDADB mod p). Because of Assumptiof.5 in subsection
4.5.4, all the servers can obt&p andRg, but cannot discoveédg.

b) A andB get at least one ‘good’ messageluding correct values d®, andRg. If some
server sends a wrong messaf3 will detectthis since it will be inconsistent with the
good messagandA/B will reject anyfurther processing. Thus no server ¢ance A/B
to accept a wrong message.

¢) Unlessall theservers send messages witie samélock made up oR,, Rz andB to A,
and thesame blockmade up oRg, R andA to B, A andB will reject further processing.
Unless all servers follow the protocol correctly, or all servers are colluding, the probability
of all the values agreeing is minimal.

4.5.7 Kag ‘strengthened’ by servers

There may be a need for the sessionkkgyto be ‘strengthened’ by servers. We give an example of a
possible reason for this. In the previous protocol, if any symmedyi&,; sharecdbetweerA andS is
known toB, B could obtairR, from M1 and then control the resultant sesdtey by ®lectingDg. In
order to prevent this, theervers may be asked to provide a contributiothésession key. lisuch a
case, the following protocol is suggested, where mes$82e$13;, M5; andM6; are repeatetbr i =
1,...,n

M1 A - B: AR B LRIl Be Il IHRII B,
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M2 B~ S: AlIBI{R 1B, LRI A,
M3 § - B ARIIRIIDIT AT (I---1F 1B, (IR IR NPT 1T B}

Ma: B » A {R|| Rl DI T 0] By, Il

{RIRNDIT T -1 1B, I
h(K,)O T,,0 T,0..0T ...

h(K)OT,O0T,0..0T,
M5: A - B: h(K,||B)

After getting the ‘positive’ message M9, B sendsA thereply M10 andretrieves the correatalue of

M6: B - A h(K,g||A)

Each server generates a nobg€l < i < n) as a contribution to the session key. The candidat;
is defined byK; = g™*°*> modp. The haslvaluesh(Ky|[B), ..., N(Kq|[B) andh(K4|1), ..., h(K,||A) are

used to check whether or ndtandB have retrieved the same candidedgs. IfB (or A) think that
some ofthe candidaté&keys K; are unsuitabldor use, he/shembeds arerror message instead of
h(Ki]|&) (or h(K|B)) to inform the other entity. The resultesdgssiorkey isdefined byKgs = h(all
agreed candidat&eys) which, although contributed tand strengthened by thgervers, is not
disclosed to them.

4.5.8 Conclusions

We have analysed thgossibletrust relationshipdetweenclients and serversduring authentication
andkey distribution,and proposed a protocaising minimally trusted servers. Theotocol is based

on symmetric cryptographgnd Diffie-Hellman key agreement. On the assumptitat not all
serversare untrustworthyand colluding, no untrustworthy server canbvertthe protocol either by
impersonating one client to another or compromisingstiirity of communications between two
clients. Even if thesymmetrickeysshared by clientaind serversare compromised, any malicious

third party (e.g. an interceptor) cannot discover the resultant session key, if it is agreed by two clients.
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5. Service-related authentication

5.1 Introduction

In this section we consider a number of different aspectghef provision ofservice-related
authentication for third generation systems.

In subsection 5.2 we considéwo sets ofgeneral options foithe provision ofservice-related
authentication. The first set of options is defimégthin the context of the rolmodel defined in TR1,
[3], and the seconsket of options is defined ithhe context of the functional model, also given in TR1,
[3]. These options distinguishetween variougparts which the rolenodel or functional model
entities mightplay within the authenticatioprocess. The subsection concludes by givingraatching
between the two sets of options.

This leads naturally to théiscussion in subsection 5.3 where proto@miglementing service-related
authentication for each ofhe role-model optionsare identified. The vaus cryptographic
mechanisms which can hesed to support these authenticatfmotocolsare discussedand their

relative merits evaluated.

Giventhatservice-related authentication wijlpically need to support sessikey establishment, it is
natural to nextonsider, in subsection 5.4, hdle authenticatioprotocols of subsection 5¢&an be
adapted to provide sudtey distribution functions. It is important to distinguish fierpose of the
distribution discussed here, from that considered in sectimoiv. Here weare concerned primarily
with key distribution acrosshe airinterface, i.e. to enable the provisionseicurity services between
themobile userand thenetwork. In section the mainfocus is orend-to-endkey distribution, i.e. to
enable the provision of security services between a pair of mobile users.
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5.2 Options for service-related authentication

5.2.1 Introduction

In this subsection weare concerned with the general propertiegseivice-related) authentication
features in 3GS. That is, we consider general properties of the mechanisms underlying all
authentication features directly relatedhe provision okervice to one or more users. the context

of the security features listed in Section 2tbfs report (and irSection 7.4.4 of Technical Report 1,
[3]), this subsection is concerned with feature number 5.

We will concentrate on the authentication of the user to the ‘network’. In this context, we will argue
that, initially, the information requirefbr authenticating a user is generated bseavice provider.
However, incertain circumstances authenticatiay be delegated to a network operator vihen

has to receive the appropriate information from the service provider.

The same argumengpply to authentication dhe ‘network’ by the user. In our role model, the user
has an agreement withsarvice providemot with a network operator. Thus, the usas abasis for
authenticating this service provider but may have to reltheservice provider thelp authenticate a
network operator, if that should be required.

We will not examine authenticatidretween service provideasdnetwork operators abis does not
seem taaise any issuespecific to mobile systems. Moreover providing saathenticatiorservices
appears to be relatively straightforwageshd probably fallswithin the scope ofpresent standardised
protocols (notably ISO/IEC 9798, [4]).

The possibleinformation flows for authentication mechanisms arensidered with respect to two
different models of 3GS, namelye role model and thefunctional model adopted bthe 3GS3
project. In each case a numbeigeheral informatiorilow options forthe authenticatioprocess are
identified and considered in soméetail. Thesubsection concludes by comparihg sets of options
derived from the two models.

Detailed authenticatiorprotocols implementing each of the identified optiorse described in
subsection 5.3 of this report.

5.2.2 Authentication and the role model

5.2.2.1 Role model

There havebeen many role models proposed for 3GS. We theerole model of Section 3.2,
Technical Report 1, [3]. The three roles fronthis model whichare involved in service related
authentication ar&sers, Network Operators (NOCajd Service Providers (SPs). Thayedefined in
TR1 [3] as follows:

» User. A useris an entitthat isauthorised by a subscriber to ys&ticularservices subscribed to
by the subscriber.

» Network Operator. A network operator is an entity that
1. provides the network capabilities to support particular services, and

2. allows users, using appropriate terminals, to gain access to the network in ordaleo be
to use the services.

» Service Provider. A service provider is an entity that is responsibleHterprovision of particular
services, and the associated database management.

For thepurposes othis discussion of authentication we distingulstween anew network operator
(responsible for providinghe presenvisited network)and anold network operator (responsible for
providing the previously visited network).

We also need to clarify relationships among users, network opegatdrservice providers, with
respect to the provision of authentication.
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» User/Network Operator relationship. A user gets access to service(s) in 3GS by communicating
with an NO. Beforethe NOprovides aparticularservice tothe user, the user’'s claimed identity
will typically need to be authenticated. Moreoveforethe user makesgse of service(s) provided
by the NO, the identity of the network operator will atypically need to beauthenticated.
Although the SP will need to bavolved in someway during the authenticatioprocess(es), we
assume throughout that during the authentication process the user directs all its communications to
the NO.

* User/Service Provider relationship A user is initially registered with one or more SBairing
this registratiorprocesshe SPissuesthe user with dJser Identityand other information to be
used during the authenticatioprocess(es). In additiorthe user profile including service
restrictions, security restrictions, and other user-related data, is registered by the SP.

NOTE - In fact it could be argudatiat the NO and thaser do not need to authenticate one
another in the usuaense ofthe word. All the NO actually requires is assuratizat,
whoever the user is, the SP will be prepared to pathéservicethat the NOprovides to the
user. Similarly, the usemly needs assurantat the NOwill provide the service requested
at a cost agreeable the userand with thequality of service(including security level,
reliability, etc.) expected by the user.

* Network Operator/Service Provider relationship. When an NO communicates with a user, it
will typically be necessary fahe NO to obtain user-related information from the user's SP. The
NO will also be responsible for providing user-related status informatioluding charge-related
data, back to the SP.

5.2.2.2 Situations involving authentication
We next briefly discuss in what situations authentication services may be required.

The following mobility procedures could be considered as situations wdngtleenticationmay be
needed.

* User initial location registration. This procedure is initiated by the usenttify the current NO
that theuser is available fothe receipt of calls (and othservice provision). Irthis situation
authentication both of the user to the N@d vice versa, is typically necessary. Udaitial
location registratiomight result in thestorage of user related data at the database of the current
NO.

» User final deregistration. This procedure is initiated by the user to notify the presentidOthe
user will no longer be reachable. User deregistratiaght result in thedeletion of user related
data at the database of the current NO.

* User location updating between different visited NOs This procedure happens when the user
roams from theprevious locatiorareaassociated wittthe old NO to the present location area
associated with the new NO. The procedure includes user registration to the new network operator
anduser deregistration from the old network operatdser locatiorupdating might result in the
storage of user-related data at the database oktheNOanddeletion of user-related data at the
database of the old NO.

» User detachment Thisprocedure is initiated by the userrtotify the presentisited NOthat the
user is temporarily not reachable. It prevents unnecepagiyg and itmay activateappropriate
forwarding services. As a result thiis procesghe NO will modify the status information of the
user in its database.

» User attachment Thisprocedure is initiated by the usernotify the presentisited NOthat the
user is reachable again. As a result of fhtgccesghe NO will modify the status information of
the user in its database.

» Useroutgoing call set-up. Thisprocedure is initiated by the userrtotify the presenvisited NO
that theuser is going to make a call. Outgoing call semight result inboth the NOand the
user’'s SP modifying the status information of the user in their databases.
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» User incoming call set-up. This procedure is initiated by the NO to inform the uHsat an
incoming call is coming. Incoming call set-ngight result inboth the NOand theuser’'s SP
modifying the status information of the user in their databases.

Except forthe situation of user location updatihgtween different visited network operators, which
involves four parties (user, SP, new @dold NO), all the aboveprocedures involve some aH of
the three parties: user, SP ai@. It is important to not¢hat inmany of the situations mentioned
above the SP will need to bvolved to assisthe authenticatioprocess, evethough the SP is not
explicitly mentioned.

5.2.2.3 Role model related options for authentication
5.2.2.3.1 Initial assumptions
We make the following assumptions regarding the location of authentication information:

1. At all times both a user and its SP have knowledge about the identity of each other, toilether
any associated authentication informationWe have already discussélis assumption in
subsection 5.2.2.1.

2. Before communication between a user and an NO starts, they have no knowledge about the
identity of each other. After the user location registratigth the NO, both user and NO retain
appropriate authentication information throughout the visit of the user tonébeork. More
specifically (and in thecontext of the situationdescribed in subsection 5.2.2.2)the following
situations where authenticatiooan arise the useand NO have no prior authentication
information for each other:

 user initial location registration, and
» user location updating.
In the following cases the user and NO may have prior authentication information for each other:
» user final deregistration,
* user detachment,
* user attachment,
* user outgoing call set-up, and
» user incoming call set-up.

3. All relevantpairs of NOs and SPkave knowledge of the identity of one another, and all the
information necessary to authenticate one anotféow this is to be achievedndwhich other of
the roles in the role model are involved, is not clear at present.

4. All relevantpairs of NOs have knowledge of the identity of each other, and all the information
necessary to authenticate one anotheiowthis is to beachievedandwhich other of the roles in
the role model are involved, is not clear at present.

5.2.2.3.2 Storage of authentication information

During authentication between a user and an NO, therfearéifferent cases to consider, depending
on where the authentication information about the user is held. These are as follows.

. Authentication information about the user is kept with the, whichmayhappen in the
following situations:

. user initial location registration,

. user location updating when the old NO is not reachable or the authentication
information hold in the old NO is not available, and
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. other procedures defined in subsection 5.2.2.2, herauthentication information
held in the present visited NO is not available.

. Authentication information abouhe user is kept with the old NO, which happens in the
situation of location updatindgpetween different visited NOs/hen the authentication
information held by the old NO is available.

. Authentication information abouhe user is kept with the current NO, which happens in the
following situations:
. user final deregistration,
. user detachment,
. user attachment,
. user outgoing call set-up, and
. user incoming call set-up.
. Authentication information abouthe user is kept by the user, e.g. dadymmetric

cryptographic techniques are used.

We now give four options forthe authenticationprocess, depending owho can provide
authentication information abottie user. It should be clear from the discussibavethat these
optionsare not meant to be mutuakclusive. It is very likelfthat different options will need to be
usedwithin the samesystemdepending on the circumstances in which the authenticptmoess is
taking place.

* R1 Authentication information about the user is provided by the SP.

» R2 Authentication information about the user is provided by the old NO.

* R3 Authentication information about the user is provided by the present visited NO.
* R4 Authentication information about the user is provided by the user.

We now discuss these four options in more detail.

Beforeproceedingpbservethat we mightalso divide up various cases depending on wtieraiser is
going to obtain authentication information about the NO.

5.2.2.3.3 Authentication option R1

The first option ighat the authentication informati@boutthe user iprovided bythe SP. During
the authenticatiomprocessthe NO communicates with the SP to get tleeessaryauthentication
information.

As hasbeen discussed in subsecti®2.2.1,becausahe user’s identity isssued bythe SP, the SP
holds authentication information abdbe user permanentlySo, theoreticallythis option isalways

available. The advantage of using this optiorthiat the SPkeeps total controbver the user’s

authentication information. The disadvantage of this option is the communicaviergeadcdetween

the NO and SP.

Given that Option R4 is not in use, this option has to be used in the following situations:
1. User initial location registration, and

2. any other mobility procedures defined in subsection 5.2.2.2 when the old NO or present visited NO
cannot provide the necessary authentication information.

There areessentially two types duthentication protocol which met#ie needs othis situation,
depending on whether the SP or the NO actually performs the user identity verification.
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* In the firsttype of protocolthe NOpassedhe user’'s authentication request to the SP. The SP
verifies itand thersends the network operatormreessage to sahat itwas completed successfully
or unsuccessfully. The NO essentially relays messages between the user and the SP.

* In the secondype of protocolthe NO asks the S#Br authentication information fahe user, and
then deals with the verification of user’s identity by itself. An example of sugrotocol is
provided bythe GSM scheme, wherthe ‘visited network’ (NO) holds challenge/response pairs
provided bythe ‘home network’ (SP). These pairs enable the NO to authentoaltere-
authenticate a user without further referencéthtohome network (SPyntil the pairshavebeen
exhausted.Howeverthis latterschemehas the disadvantagkat an NOcould continue to re-use
these pairs with the relevant user indefinitely, without reference to the home network (SP).

5.2.2.3.4 Authentication option R2

The second option ihat the authentication informati@boutthe user iprovided bythe old NO. In
this case, authentication informatitwas to be transferrddbm the old NO to th@ew NOduring the
authentication process.

This option caronly be selected ithe situation of user location updatibgtween different visited
NOs, i.e. where the user roams from a location area under the control of one NO into a location area
under the control of a new NO. The following conditions must be met.

1. The old and new NOs must be able to communicate securely with one another.
2. The authentication information held by the old NO is suitable for use by the new NO.

As in Option Rlabove there ardwo types ofauthentication protocol whicmay be used, depending
on whether the new NO or the old NO actually verifies the identity of the user.

5.2.2.3.5 Authentication option R3

The thirdoption isthat authentication informatioaboutthe user is already held by the current NO.
This option could be used in the following situations:

1. user final deregistration,

2. user detachment,

3. user attachment,

4. user outgoing call set-up, and
5. user incoming call set-up.

A further possible case in which this option could be used is for re-authentibatiog theprovision
of a service, or prior to provision of an additional service.

Finally notethat where a SPand an NOhave closelinks, e.g.they are provided bythe same
organisation, the NQnay have automatic access dathentication information foall the users
subscribing to its associated SP. Clearly option R3 will apply in such circumstances.

5.2.2.3.6 Authentication option R4

The fourth option is that the authentication information albloaituser iprovided bythe user. In this
casethe authentication information ovided tothe user by the SP at the time of subscrip{eomd
perhaps at intervals thereafter). During the authenticaiionessthe new NO doesot need to
communicate with the SP or the old NO, since tieeessaryauthentication information can be
obtained directly from the user.

This optioncould be selected in any situation defined in sedi@®.2. However, it doesequire the

use of strong authentication mechanisires, mechanisms where the information presented by the
claimant cannot be misused by the verifier, ég.impersonatinghe client. Certificates containing
the public key of the claimant signed by &ertification Authorityare alreadyemployed in some
distributed systems such as Digital’'s DSSA, see, for example, Tardo and Alagappan’s paper, [39].
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In our case, the SBeems to be aatural candidatdor the certification authority. Itould issue
authentication tokens to its users and give the key for verifying these tokens to the NOs it deals with.

Presumably similar mechanismgould be used to provide authenticationtleé NO to the user,
although these questions will only be completely resolved when detailed protocols are devised.

The disadvantage of this approach tisat the cryptographic techniques required tend to be
computationally intensiveand requireuser hardware to be relativejomplex (and expensive).
Another disadvantagenay bethe fact that the SPloses some control ovehe actions of its
subscribers. More complicated revocation mechanisas berequiredthan in asituation where the
SP can authorise each individusdrvice request. The major advantage of this approach is the
potential reduction in communication overheads.

5.2.3 Authentication and the functional model

We now consider how authentication might operate with respect to the 3GS functional model.

5.2.3.1 Functional model

Section 4.2 of Technicdkeport 1, [3], defineshe generic IN functional model, currently agreed for
usewithin the 3GS3project. This model outlineghe types offunctional entities (FEs) in mobile
station anchetwork,andshowsthe functional relationshigsetween theseEs. The FEs angrouped
into three classes:

» Service Management which includes functions related to service creation, service provision,
customer control capabilitieand support forthe administration, co-ordinaticend control of a
database,

» Intelligence, which includes functions related to service logic and service control, and
» Access and Transportwhich includes functions related to access, call and bearer control.

For the purposes ofthis subsection, we makehe assumptionthat all activities relating to
authentication take place at the intelligence class of the functional model, witdxdabgtionthat
certain authentication related datad management signals are transfeuiad~Es of other classes.
Following the model, we also restrict our attention to Mveess NetworKthe serving networkor a
mobile originated call) and the Service Provider of the mobile subscriber.

Because othis assumption we restrict odiscussion to FEs of the Intelligence Class. Of these FEs
we restrict our attention to six types, namely two in the mobile part:

» the Mobile Storage FunctioWSF, and

* the Mobile Control FunctiorMCF,

and four within the network part:

» the Service Data Function (Mobile) in the Network OperatogF(M)n,

» the Service Control Function (Mobile) in the Network Operato§@F(M)n,

» the Service Data Function (Mobile) in the Service Providegiff(M)s, and

» the Service Control Function (Mobile) in the Service Provide§@iF(M)s.

The main authentication-related functions of these six types of FE are as follows.

. MSF. An MSF is a pure data storage function at thebile side othe radio interface. It
stores subscription or service relatpdrameters, location informatiomnd identity and
security related parameters. In connection with service-related authenticatidéGFastores
the following data items on a permanddsis (see also Appendix A ©&chnical Report 1,

[3]):
. the IMUI (International Mobile User Identity),
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. one or more authentication-related keys,
. a list of allowed services,

. security restrictions,

. default security, and

. a priority list of access domains.

In addition, arMSF stores the following data items on a temporary basis:

. a TMUI (Temporary Mobile User Identity),
. session keys and/or other related keys, and
. location registration information.
. MCF. An MCF contains theservice logicand service-related processing required at the
mobile side of the radio interface. In general it includes the following functionalities:
. network information monitoring and analysis,
. location update initiation,
. authentication processing,
. confidentiality control, and
. paging recognition and response.

In connection with service related authenticationii&F performs the following processes:

. it accesses data in tMSF;
. it performs authentication related algorithms, and
. it shares control with th8 CF(M)n.
+ SDF(M)n andSDF(M)s. An SDF(M) handles storagendaccess to serviaelated data and

network data, and provides consistency checks on data. It hides the real data implementation
from the SCF(M) andprovides a logicatlataview to the SCF(M). In general it includes
functionalities to store servicend mobility relateddata (e.g. location informatioservice

profile and security related parameters), check data consistency, and initiate data updating.

In connection with service relatelithentication, arBDF(M)s storesthe following data
items on a permanent basis:

. service provider identity;

. authentication related keys;

. map of user numbers to identities;
. user service restrictions;

. user security restrictions; and

. related agreements.

In addition, theSDF(M)s stores the following data items on a temporary basis:

. mapping between user numbers (IMUIs) and TMUIs,
. mapping between user numbers (IMUIs) and location information, and
. session keys and/or related authentication messages.
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In connection with service relatealithentication, arSDF(M)n storesthe following data
items on a permanent basis:

. network operator identity, and
. authentication related keys.

In addition, theSDF(M)n stores the following data items on a temporary basis:

. session keys and/or related authentication messages,
. list of services to be activated, and
. location registration information.
* SCF(M)n andSCF(M)s. An SCF(M) contains the overaflerviceandmobility control logic

and handlesservice related processing activity. It generally includke following
functionalities:

. paging control,

. service feature analysis,

. routing information provision,

. location management,

. identity management,

. user verification and authentication,
. authentication processing, and

. confidentiality control.

In connection with service-related authenticationS&i(M)n and anSCF(M)s perform the
following processes:

. access to data BDF(M)n andSDF(M)s,
. share control, and
. perform authentication-related algorithms.

5.2.3.2 Functional model related options for authentication

Within the intelligenceclass of the functional model, the control of inter-workbegween a mobile
station and théixed network issharedbetweerthe MCF (within themobile side)and theSCF(M)n
(within the network side). The authenticatiprocess may involvéne use ofdata stored in any of
three locations: th®ISF, theSDF(M)n and theSDF(M)s. Hence we first consider possiloieeans by
which data may be transferred between networks.

5.2.3.2.1 Options for data access between networks

Supposdhere aregwo networks, each with itewn SDF(M) and SCF(M) Functional Entity. Label

the FEs in the first network &F(M); andSCF(M),;, andthose in the econd network aSDF(M),

and SCF(M),. Now,there are a number of different methdds controlling inter-workingbetween
two networks (e.g. th&letwork Operatoand theService Provider or a locaind aremote Network
Operator). Options for such control include the following.

1. TheSCF(M) in one networlcandirectly accesshe SDF(M) in a different network. Ithis is to
take placghenaccess control procedures will need to be strictly enforcedhidicasethe access
paths between FEs for data access would be of the following type:

SCF(M); - SDF(M), or SCF(M), - SDF(M);
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2. TheSCF(M) in each of thewo networkscan share contr@ndprovide controlled access to each
other’'s SDF(M) functional entities. In thigasethe accessathsbetween FEs fodataaccess
would be of the following type:

SCF(M); - SCF(M), - SDF(M), or SCF(M), - SCF(M); - SDF(M),

3. TheSDF(M) FEs in thetwo networkscan co-operate to function as a distributed database, and
hence anSCF(M) will request any data from its loc&8DF(M), and theSDF(M) will be
responsible for retrievindata asecessary fromtherSDF(M) FEs. In thiscasethe accespaths
between FEs for data access would be of the following type:

SCF(M); - SDF(M); - SDF(M), or SCF(M); - SDF(M); - SDF(M),
5.2.3.2.2 Four functional model options for authentication

According to which Functional Entities amevolved, wecan identify the following four functional
model related options for authentication.

* F1 Authentication involvingUSF, MCF, SDF(M)n andSCF(M)n.
* F2 Authentication involvingSF, MCF, SDF(M)s andSCF(M)s.
* F3 Authentication involvingMSF, MCF, SDF(M)n, SCF(M)n, SDF(M)s andSCF(M)s.

¢ F4 Authentication involvingMSF, MCF, SDF(M)n, SCF(M)n, SDF(M)n' andSCF(M)n', where
then' FEs belong to a previously visited Access Network.

We now consider each of these four options in more detail.
5.2.3.2.3 Authentication option F1

In this option, authenticationnvolves the four FEs: MSF, MCF, SDF(M)n and SCF(M)n.
Authentication related data astored in theMISF and theSDF(M)n throughout the duration of the
mobile user’s registration in the Network Operator. Authentication processing is performed by shared
control between th®ICF and theSCF(M)n.

This option requires one of the following two statements to hold:

¢ information necessary to authentictite mobile user must biaeld in theSDF(M)n before the
authentication process starts, or

« theMSF is capable of providing all the necessary authentication information 8&QREVI)n.
This option could be selected in the following cases:
user final deregistration,
user detachment,
. user attachment,

1.

2.

3

4. user outgoing call set-up,

5. user incoming call set-up, and
6

. using a strong authentication method, dégsed on aligital signature algorithm or a zero-
knowledge protocol.

5.2.3.2.4 Authentication option F2

In this option, authenticationnvolves the four FEs: MSF, MCF, SDF(M)s and SCF(M)s.
Authentication-related data astored in theM'SF and theSDF(M)s. Authentication processing is
performed by shared control betweenM@F and theSCF(M)s.
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The SDF(M)n has norole here,and theSCF(M)n just plays aransmitting rolebetweenthe MCF
and theSCF(M)s. It is possiblehat anotheFunctional Entity in théNetwork Operator, such as the
Service Switching Function (SSF), plays this transmitting role inste&8€B{M)n.

This option could be selected in any situation defined in subsection 5.2.2.2.
5.2.3.2.5 Authentication option F3

In this option, authenticatioimvolvesthe six FEsMSF, MCF, SDF(M)n, SCF(M)n, SDF(M)s and
SCF(M)s. Authentication-related data astored in theMSF and theSDF(M)s. Authentication
processing is performed by shared control betweeM®Ie and theSCF(M)n. TheService Provider
Functional Entities $DF(M)s and/orSCF(M)s) areresponsible for providing authentication-related
data to the&sCF(M)n.

There are three differemtays inwhich data can bdelivered fromthe SDF(M)s to the SCF(M)n,
corresponding to the three data access options discussed in subsection ali8e2.1

1. Direct access to stored Service Provider data:
SCF(M)n - SDF(M)s.
2. Shared control betwe&CF(M)n andSCF(M)s:
SCF(M)n - SCF(M)s - SDF(M)s
3. Distributed databases:
SCF(M)n - SDF(M)n - SDF(M)s
This authentication option could be selected in any situation defined in subsection 5.2.2.2.
5.2.3.2.6 Authentication option F4

In this option, authentication involves the six FESF, MCF, SDF(M)n, SCF(M)n, SDF(M)n' and
SCF(M)n', where then' FEs belong to a Network Operatoreviously visited bythe mobile user.
Authentication-related data astored in theMSF and theSDF(M)n'. Authentication processing is
performed by shared contriottweerthe MCF and theSCF(M)n. TheSDF(M)n' and/orSCF(M)n'
are responsible for providing authentication-related data t8@tgM)n.

Exactly analogously tghe previous option, therare three differentvays in which data can be
delivered fromthe SDF(M)n' to the SCF(M)n, corresponding to the three daaacess options
discussed in subsection 5.2.3.2.1.

1. Direct access to stored Network Operator data:
SCF(M)n - SDF(M)n'.

2. Shared control betwe&CF(M)n andSCF(M)s:
SCF(M)n - SCF(M)n' - SDF(M)n'

3. Distributed databases:

SCF(M)n - SDF(M)n - SDF(M)n'

This optioncould be selected for user locatiopdatingbetween different visited network operators
defined in subsection 5.2.2.2.

5.2.4 Relationship between the two sets of options

We now briefly consider the relationships betweenttesets ofauthentication options introduced in
subsection$.2.2.3 and 5.2.3.2.

We first note the following relationships betweeles andfunctions
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* A user corresponds to thMSF and theMCF within a mobile station.
* A network operator corresponds$®F(M)n andSCF(M)n.
» A service provider corresponds3$®F(M)s andSCF(M)s.

This thenleads us tambservethe following relationshipsbetweenthe two kinds of authentication
options.

» Option R1 corresponds to Options F2 and F3.
» Option R2 corresponds to Option F4.
» Options R3 and R4 correspond to Option F1.

5.2.5 Trust and authentication

There aresubtletrust implications implicit in each of the authentication options which Heaen
discussed inthe textabove. Foexample, in any role model optidine user willclearly need tdrust

their SP, with which the usevill have a contractual arrangementiowever,the usemay also need

to trust one or more NOs (for exampleRnle Modeloption R2, where the SP is mditectly involved

in the authenticatioprocess).The user will not have a contractual relationship with these NOs, and
hence may be less willing to trust the NOs completely.

Ideally the selected authentication protocols should minimise the amount of trust that the user needs to
place in NOs. This issue has been considered in detail in subsectiams44%.
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5.3 Protocols for service-related authentication
5.3.1 Introduction

This subsection discussasithenticatiorprotocols foimplementing role model related authentication
options inthird generatiormobile telecommunications systems (3GS), as identified in subsection 5.2.
Each of the authentication optionsuld be implementedsing a number of different protocols, and
we discuss some possibilities below. Mosthafprotocols inthis sectioncan befound inthe existing

ISO authentication protocatandard (ISO/IEC 9798, [4]) or published papersrédasrenced in the

text below). One is selected from the second generation mobile telecommunications system GSM.

A definition of service relateduthentication in 3GS is given in tipeevious subsectionThe three
roles whichare involved in service relateduthentication, as identified there, ddsers, Network
Operators (NOsand Service Providers (SPs)The following four options forthe authentication
process have been described in subsectiorah® arebased upon which role providaathentication
information about the user.

» RI1 Authentication information about the user is provided by the SP;

* R2 Authentication information about the user is provided by the old NO;

* R3 Authentication information about the user is provided by the present visited NO; and
* R4 Authentication information about the user is provided by the user.

For thepurposes ofhis subsection, entity authenticatipnotocolsaredivided intothe following four
categories:

» P1Entity authentication using symmetric encryption techniques;

» P2 Entity authentication using a public key algorithm;

» P3Entity authentication using a cryptographic check function; and
* P4 Entity authentication using zero-knowledge techniques.

Examples of protocols in categories P1,apd P3have been defined in ISO/IEC 97p8rts 2, 3, and

4, [4]. Protocol category P4 will be covered by ISO/IBI98-5, [4], which is currently at an early

stage of development; this section does not cover P4, although it appears to be a topic worthy of future
study (see also section 11 below).

All the authenticatiorprotocols consideretiere use Time Variant Parameter§TVPS) to provide
freshness/timeliness verification for message&ing up therotocols. Therare three maitypes of
TVP, namely time stamps, sequence numbers and random numbers. For the putpsseaiment
we consider only nonce-based protocols, followihg examples of5SM and DECT. If third
generationsystemsshould require mechanisms based on time stamps or sequence nuhwrers,
appropriate protocols can be found relatively easily.

Service relate@uthentication is a prelude to further communicakietween aiserand anNO, so an
authentication protocol at least must complete identity verificatien,the mutual verification of the
identities of the useandNO. In addition, theprotocolcanoptionally achievekey distribution and
key confirmation. Key distribution means the user and NO agree upon a $esdionlater use (e.qg.
within a user session or a service session). Key confirmation means tiamdi$¢®both believehat
each other haseceivedthe sessionkey properly and believes inthe suitability of thekey. We
concentrate here on a discussion of identity verification. Althokey distribution and key
conformation are not thmain focus ofthis subsection, it is possible forraumber of theprotocols
describedhere to achieveahem by using the texfields included inthe exchangemessages
appropriately. In other words, if a sessikey needs to be generatetliring the authentication
process, it can be distributed as a part of the text fields.
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5.3.2 A comparison of different cryptographic techniques

Before we discussvhich category of protocols could be used fbe implementation of which
authentication option, we give a general analysis of the advantages and disadvantages of each category
of protocols.

The main advantages of P1 algorithms relative to P2 algorithms are as follows.

1. Symmetric algorithmare computationally much lessxpensivethan asymmetric ones, given the
current stage of development of asymmetric algorithms.

2. Symmetric algorithm responsese short(typically 32 - 64 bits) in comparisowith the
asymmetric algorithm signatures (512 - 1000 bits), see also subsection 4.2.2.4.

3. Itis perhaps simpler for symmetric encryption to distribute sekeisduring the authentication
process as compared with P2.

The main advantages of P1 algorithms relative to P3 algorithms are as follows.

1. Itis perhaps simpler for symmetric encryption to distribute seksysduring the authentication
process as compared with P3.

The main advantages of P3 algorithms relative to P1 algorithms are as follows.

1. Itis a well-establishegart of cryptographic folk-loreghat, although altryptographic algorithms
fall under theCOCOM regulationgnd hence implementations of such algorithms require export
licences fromall the COCOM countriessystemsncorporating cryptographic check functions are
much more readily exportethan systemsusing encryption. This meariteat P3systems are
potentially much more attractive to systems implementors.

2. It is possiblehat P3 algorithms areomputationally simplethan Plalgorithms, although this
distinction is not as clear as that between symmetric and asymmetric algorithms.

The main advantages of P3 algorithms relative to P2 algorithms are as follows.

1. Symmetric algorithmare computationally much lessxpensivethan asymmetric ones, given the
current stage of development of asymmetric algorithms.

The maindisadvantage of Pand P3 is that iseems venhard tolet all relevant pairs oNOs, SPs
andNOsshare asecretkey in 3GS, in particular, when mew subsysteng.g. a new country area
network is affiliated with 3GS, the distribution and management of new shared keys cost a lot.

This disadvantage of P1 and P3 indicates the advantage of P2, i.e. in comparisonamithAR] it is
easy to distribute public keys of every SP and NO to another.

The main disadvantages of P2 are as follows:
1. Itis typically much more computationally expensive than P1 and P3.

2. It needs much longer asymmetric algorithm signature data to be transferred on thattathan
P1.

3. Itis more difficult for P2 to distribute session keys during the authentication process than P1.
4. Asymmetric algorithms are rare.

The possibility and methods ofkey distribution in P2and P3 arébeyondthe scope ofthis report,
although it is an interesting topic worthy to be considered at another report in the near future.

One ortwo instances of therotocols forthe implementation of each of the options willdescribed
in the subsections belowncluding abrief discussion ofhe advantageand disadvantages advery
instance.
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5.3.3 A protocol for authentication option R1

In this option, the authentication informati@bout the user isprovided bythe SP,who has
knowledge of the identities of bothe usermand theNO. Beforecommunication betweethe user and

NO starts,they have no knowledge abdine identity of each other, but hakeaowledge about the

SP’s identity. During the authenticatiprocess, twa@ommunications channels are availabi@mnely

those between the NO and SP, and the user and the NO. The NO communicates with the SP to get the
necessary authentication information.

In theory, protocols from each of categories P1aR@ P3could be used ithis situation. However,

as hasbeen discussed in subsectibr.1, theobvious advantages of P1 are simpler algorithms,
shorter transferred data apdsier methods of sessikay distribution; themain advantage of P3 is
that algorithms of P3 are simpldran P2 and migh¢ven be simplethan P1. Probablythe most
serious flaw of Plnd P3 is tdhave to requirall relevant pairs c6PsandNOs toshare asecret key
which will result in increasedomplexity forkey distributionand management iBGS. Themain
advantage of P2 ihat is notnecessary to distributesharedkey between evergelevant pair of NO
andSP, but themain disadvantage of P2 that theasymmetric algorithms required tend to be much
more computationally expensive. Henhe choice of which protocol category should be used for R1
must be madeery carefully. As arexample we present a protocol based on symmetric encryption
(i.e. option P1). In practice, options P2 and P3 may be preferable.

We now describe a modified version of a shared-key nonce-based ptat@olfrom ISO/IEC 9798-
2, [4]. In the language of that standard it fva pass mutual authentication mechanism involving a
trusted third party.

As we have already mentioned, fiolowing protocol is of type P1 foauthentication option Risee
subsection 5.2.2.3.3). In connection withs protocol, all entitiesinvolved (the user, NO and SP)
know the distinguishing names, N, Sof the user, NO and S@spectively.The SP andiser share a
secret keKsy, and the SP and NO share another secreKkgy

M1:U ~ N: U[IN(IR, I
m2: N~ S UIINIR, IR, IID
m3: S~ N Dillec, (VIR 1Ky IR i, NIB IKy 1B )

M4 N - U: Dlle, (NIIR [IKn IIB IR, VIB IR '[P )

M5: U - N: Dslle. (NIIR,'IR IIR)

where Ry, Ry and Ry are threenonces generated by udgrand NON respectively;D; is theith
optional text fieldKyy is a session key for userand NON; e() denotes encryption usinge key K;
andA||B||C]||... represents the concatenation of data strd3, C, etc.in the specified order The
terminology defined here will be used throughout this subsection.

The differences betweethis protocol and theprotocol in ISO/IEC 9798-2, [4]are intwo minor
changes made to the fourhdfifth messages/4 andM5, namely changingg, (R,'||R || R )

into &, (VIR |IR ‘lIR )and e, (RIIR 1R )into &, (NI[R,"[IR [} } A change

of this type (albeit withsomere-ordering of the dathelds) can be made conformant to the ISO/IEC
specification, by appropriate use of the data fi€gandDg.

The procedural description of the protocol is as follows.

1. UserU sends NON a messag®1 containing the distinguishing namésandN, a nonceR,, and,
optionally, a text fieldD1.
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2. On receipt oM1, NO N determines the appropriate SFrom some combination df and the
data stringD;, and thersends the SB a messag®?2 including the distinguishing namésand
N, the nonce&, andRy, and, optionally, a text field,.

3. After receivingM2, the SPS chooses a secratithenticatiorkey Kyy for userU and NON, then
returns the NON a messag®3 including a ticket fotJ, namelye, (N[ R, [| Ky [IB )

4. On receipt oM3, the NON decryptsthe first part using thé&ey Ksy, andfrom checking the
correctness o) andRy, N verifiesthat messageM3 was fromS andwas a reply taM2. NON
thenretrievesKyy, andforwardsthe ticket concatenated with anothmessage encrypted using
Kun to U.

5. On receipt oM4, userU decryptshe ticket using th&ey Ksy, and bychecking the correctness of
N andRy, userU verifiesthe ticketwas issued b andwas a reply tiM1. UserU retrieves the
key Kyn, and then, after usingyy to decryptthe other part oM4 andchecking the correctness of
U andRy, userU believes NON has retrievedyn. UserU then returnd5 to NON.

6. On receipt oM5, NO N decryptsM5 using thekey Kyn. By checking the correctness Nf Ry
andR'\, NO N verifies thatM5 wassent by uset) andwas a reply ttM4. NON canalso be sure
thatU has retrieved the k.

This protocol enableshe userand the NO toverify each other’s identityand, in addition, theiser
and the NO agree upon the secret authenticatioikgyand theuserand NOknow that thekey Kyy

is possessed Bach other. Optionally theey K,y can beused as a sessidwey for the provision of
additional security features (edpta confidentiality) irsubsequent communications betwées user
and the NO (see also subsection 5.4).

Besides those discussed in subsection 5.3.1, another advantage of this protocol is:

» The userspecifickey Kgy is known only tathe usermnd SP; it doesiot have to be revealed to the
NO. Similarly, the NGspecifickey Ksy is known only tothe NO andSP; it doesiot have to be
revealed to the user.

Other disadvantages of this protocol are:

* The NO has to communicate with the SP in order to obtain the authentication information.
» The authentication algorithm has to be known to the NO, so it needs to be standardised.

» The NO must preserve the confidentiality of the authenticatiorKkgy

5.3.4 A protocol for authentication option R2

In authentication option R2, the authentication informagibautthe user igprovided bythe old NO.

In this case, authentication informatidras to be transferrédom the old NO to theew NOduring
the authenticatioprocess. N@and NQ, are identified as anld network operator (responsible for
providing thepreviously visited networkand anew network operator (responsible for providing the
present visited network) respectively.

Given that in this role model option we have two entities authenticating one another with the help of a
third party, R2 is quite similar to R1. In fact, if we change SP intg BI@ NO into NQ in the
protocol described in subsection 5.3.3, we can get an example of a protocols for R2. Astiodedle
option R1, protocols in categories P1, && P3could be used. In addition tbe advantages and
disadvantages described in subsection mBd¥e thetrouble with usingprotocols of types Pand P3

is that allrelevant pairs oNOs mustshare asecret key. Whether or not P2 is giable candidate
depends on whether seckety distributionand managemetitetween NOs is too difficult or costs too
much.

The maindifference from R1 ighat the ‘authenticatioserver’ NQ in R2 is not the party who
originally issuedhe user’s authentication information. The informatidroutthe user held by NO

was issued by the SP at some previous time (perhaps using an authentication mechanism falling under
the heading of rolenodel R1). Inthis subsection we describe one example of a protoswig a
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cryptographic check function (i.e. tfpe P3); thisprotocol is currently used in GSM, [40]. If we
change NQinto SP and N@into NO in thisprotocol, we obtain a protocol tfpe P3implementing
role model option R1.

The following protocol is a unilateral authenticatjprotocol, in whichonly NGO, canverify the user’s
identity by using the authentication information transferred frong. NOhe user is ngbrovided with
the means to verify the identity of NOIn the protocol description beloW,andN’ represent the new
NO and old NO'’s distinguishing names respectively.

ML:U — N: D [U[N|N"

M2: N = N': D,[[U|IN|N"

M3: N'= N: D,|lU|IN [N '|RAND |k (RAND)
M4: N  U: D,||[RAND

Ms:U - N: Dslc, (RAND)

where C, denotes a cryptographic check function using thekkey

In fact, in GSM onlythe userand corresponding SP hold theser-specifickey K; and the
cryptographic check functiorcKi ; the NO doesnot requireknowledge ofeither of them. All

challengesRANDand responses, (RAND (labelledSRESN GSM) are issued e SP when an

NO asks the SP for authentication information about the user at the former autheniicatss. So
the NQ (N’) and NG (N) here just forward the authentication messages between the SP and user.

The procedural description of this protocol is as follows:
1. U sends the distinguishing namégsN andN’, and, optionally, a text fiel®; to N.
2. After receivingM1, N sends the same distinguishing names, and, optionally, a texDfiebdN’.

3. On receipt oM2, N’ sendsdN M3 containing a challengeAND and aresponse to the challenge
¢« (RAND (i.e. whatin GSM is calleBRES$.

4. On receipt oM3, N forwards the challenge td in messag#4.

5. On receipt oRAND (in M4), U generateSRESusing thekey K;, and thersendsM5 containing
SRESOoN.

6. On receipt oM5, N compares théewo SRES sent byJ andN’, thereby verifyinghat M5 was a
reply toM4 and was issued hy.

Besides those discussed in subsection 5.3.1, other advantages of this protocol are:

1. The usespecifickey K; is known only tathe userand SP,and itdoesnot have to be revealed to
the NO.

2. The authentication algorithaioesnot have to be known to the NO, sodiesnot need to be
standardised.

Other disadvantages of this protocol are:
1. NQ, has to communicate with N@n order to obtain the authentication information.
2. The NO must preserve the confidentiality of the authentication information.

3. The identity of the NO is not verified to the user or the user’s SP.
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5.3.5 A protocol for authentication option R3

In this option, the authentication informatiaboutthe user is already held by the current NO. As
previously, protocols in any of categories P1,aR# P3could be used fothe implementation of this
authentication option. In comparison with other categoriegnd1P3 require simpler algorithms but
require the maintenance of shasstret keys; for P2 isot necessary tmaintain sharedecretkeys
but the algorithms tend to be much more computatioradpensive. The choice of categoryemains

a difficult question. We now give one example of a protahg symmetric encryption (i.e. a
protocol of type P1).

The following type P1 protocol implementing R3 is the three pass mutual authentication protocol from
ISO/IEC 9798-2, [4]. In thiprotocol it is assumethat theuserand NOboth knowtheir respective
distinguishing namel andN, and also a shared secret kgy.

M1: U - N: D, |UI|N R,
v2: N - U: Dylle, IR IR 1)
M3: U~ N: Dylle.. (NIIR IIR 11D )

The procedural description of this protocol is as follows:
1. U sends the distinguishing namgsndN, a nonceR,, and ,optionally, a text fielt; to N.
2. After receivingM1, N sendsV2 to U.

3. On receipt oM2, U decryptsM2 using thekey Kyy, and, bychecking the correctness dfand
Ry, U is able to verify thaM2 was sent bN and was a reply thl1. FinallyU sendsvi3 to N.

4. On receipt oM3, N decryptaM3 usingKyy, and, bychecking the correctness f Ry, andRy, N
verifies thatM3 was sent by and was a reply th12.

This protocol enablethe userand the NO twerify each other’s identity. If a sessi&ay needs to be
generated during the authentication process, the key can be distributed as a part of the text fields.

In addition to those discussed in subsection 5.3.1, one other advantage of this protocol is:

1. The NOdoesnot have to communicate with the SP in order to obtain the authentication
information.

Other disadvantages of this protocol are:

1. The authentication algorithm has to be known to the NO, so it needs to be standardised.
2. The NO must preserve the confidentiality of the authenticatioikgy

5.3.6 A protocol for authentication option R4

In this option, the authentication informatiahoutthe user igrovided bythe user.Becauseghe user
and NOhave no shared secilaty, only protocols of type P@r perhaps P4) can besedhere. This
subsection describes a protoosing publickey techniques (i.e. diype P2) implementing R3.This
protocol is the three-pass mutual authentication mechanism from ISO/IEC 9798-3, [4].

M1: U - N: D |U|IN|R,
M2: N - U: DJUIR, IRy g, VIR IR IR )
M3: U - N: Dg[IN[R [[R, Ilg, (NIIR (IR [I]> )

where S () denotes a signature computed ugtmgkey K, Sy denoteghe secret signaturkey of N,
and S, denotesthe secret signatur&ey of U. Optionally, data string®; and Ds may contain
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certificates for the public keys df andU respectively. The recipient of such a certificzdause it to
obtain a validated copy of the public key of the owner of the certificate.

The procedural description of this protocol is as follows:
1. U sends the distinguishing namgsndN, a nonceR;, and, optionally, a text fielt; to N.

2. After receivingM1, N sendU the messageM2 (optionally including a certificatéor the public
signature verification key aff).

3. On receipt oM2, U verifiesthe signature oN usingN'’s public verification keyand checks the
correctness of), Ry andRy, thereby verifyinghatM2 wassent byN andwas a reply tavil. U
may obtainthe public key of N using a certificate contained in dating D3, or by someother
means (e.g. in a cache of such keys). FinbllggnddN messagd/3.

4. On receipt oM3, N verifiesthe signature ofJ andchecksthe correctness dfl, Ry and Ry,,
thereby verifying thai3 was sent by and was a reply tb12.

This protocol enablethe userand the NOverify each other’s identity. The certificate of usan be
issued by the SP whehe user is initially registered with the SP. The NO hdstwv the SP’s valid
public key. The certificate of NO should be issued by an entity wradgkepublickey must be known
to the user before the authentication process starts.

Besides those discussed in subsection 5.3.1, other advantages of this protocol are:

1. The usesecretkey S, is known only tothe user, and the N€ecretkey S is known only to the
NO.

2. The NOdoesnot have to communicate with the SP in order to obtain the authentication
information.

3. The NO does not have to maintain the confidentiality of the user public key.
5.3.7 Summary

In subsection 5.3 we have described four authentication protocols, one for daefoof role model
options R1, R2, R&ndR4. Each of the authentication optiarem be implemented usimgyotocols
based on various cryptographic primitives (somalbof P1, P2, P3 anB4). It is important tamote
that thefour protocols considereaere just one of manghoices for each role model opticandthey
are notnecessariljthe best choices.The selection ofthe protocols to be used in 3GS is a complex
problem, and it very much depends on the exact requirements of 3JF&S service related
authentication.Some examples of consideratiomkich will affectthe final selection of protocol are
as follows.

* What is an acceptable frequency for NO to SP communication?
*  How much freedom is required for an SP to choose their own algorithm?
» Is it acceptable that the NO must preserve the confidentiality of authentication data?

* What is an acceptable figure for the amount of data which needs to be transferred on thethadio
during the authentication process?

* What is theacceptable complexity fahe authentication algorithms to be supported by 3GS, in
particular by the user access device?
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5.4 Service-related session key distribution
5.4.1 Introduction

This subsection discusses service-related ses&mn distribution in third generation mobile
telecommunications systems (3G8)hich can beachievedduring service-related authentication
processes.

A definition of service relateduthentication in 3GS is given in subsection 5.2. Wethiseterm
service-related sessidwey distribution to mean a procedure whigtcurs when a useccesses a 3GS
service provided by a NO, and which provides:

» sessionkey distribution i.e. the useand NOagree upon a sessidey for subsequent use in
protecting user/NO communications, and

» sessiorkey confirmationi.e. the useand NOboth knowthateach other haseceivedthe session
key properly and believes in the suitability of the key.

The three roles identified isubsectiomd.2 as beingnvolved in service relateduthentication, are
Users, Network Operators (NOahd Service Providers (SPs). We classify sessionékistribution
protocols bythe four role model options described in subsection 5.2, called R1-R4, based upon who
can provide authentication information abotite user. Each of thes®ur options could be
implemented using a number of different authentication protoantssome possibilities for protocols

are given in subsection 5.3.

As in the discussion of authenticatiprotocols in subsection 5.3, fte purposes ofthis subsection
key distribution mechanisms can be divided into the following three categories:

» K1. Key distribution using symmetric encryption techniques,
» K2. Key distribution using asymmetric cryptographic techniques, and
» K3. Key distribution using a cryptographic check function.

Examples ofkey distribution mechanisms in categories Kad K2have been defined in ISO/IEC
11770 parts &aand 3respectively, [5]. Mechanism category Kasbeen analysed in a number of
published papers, [41], [42], [43].

The sessiorkey to beestablished can be generatedaby of: anSP, an old NO, a current NO, a user
or both a current NO and usefive options for service-related sesskay distribution, based on who
can choose the session key, are as follows.

* C1. The SP chooses the session key.

* C2. The old NO chooses the session key.

* C3. The current NO chooses the session key.

» C4. The user chooses the session key.

* C5. The user and current NO both participate in choosing the session key.

Possible methods ddey distribution oftypesK1, K2 and K3will be described in subsection 5.4.2.
Examples of service related sessidey distribution protocols withmutual authentication

implementing R1, R2, R3 and R4 will be describedanalysed in subsectiobs4.3, 5.4.4, 5.4.5 and
5.4.6respectively.

For the same reason as saobsection 5.3, we consider only nonce-based protéeoks. If third
generationsystemsshould require mechanisms based on time stamps or sequence nuhwrers,
appropriate protocols can be found relatively easily.
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5.4.2 Three kinds of key distribution mechanism

This subsection discusses possible methods of sekeipdistribution using symmetric encryption
techniques (K1), asymmetric cryptographic techniques é¢@jcryptographic check functions (K3).
The general advantagaaddisadvantages of each categoryrachanism can leund in subsection
5.3.2.

5.4.2.1 Key distribution using symmetric encryption techniques (K1)

In order to establish a sessikey secretly between twentitiesA andB using symmetric techniques,
the sessiorkey exchanged withirmessages must be enciphered using shared &eget There are
three basic sub-categories éky distribution mechanism using symmetric encipherment, namely:
Point-to-Point,Key Distribution Centre (KDC)and Key Translation Centre (KTCjsee ISO/IEC
11770-2, [5]).

When A and B already share &ey that can beused to establisfiurther keys, a point-to-point
environment exists. In thisase, thesessiorkey can be generated by eith&ror B and theracquired

by B or A correspondingly; alternatively thgessionkey can bejointly generated byA and B, and

computed and retrieved by bodandB.

If A andB wish to communicate with each other using only symmetric techniques hot darrently
share such a key, they need to make use of a KDC or KTC.

The role of a KDC is to generasmddistributekeys. Inthis casethe sessiorkey isgenerated by the
KDC and distributed té andB.

The role of a KTC is to conveanddistributekeys. Inthis casethe sessiorkey isgenerated by either
A or B, anddistributed by the KTC t® or A correspondingly; alternatively tteessiorkey is jointly
generated byA andB, and therespective componengse convertedand distributed by the KTC té\
andB.

A number of examples dfey distribution mechanisms in these three environmentdefiaed in
ISO/IEC 11770-2, [5].

5.4.2.2 Key distribution using asymmetric cryptographic techniques (K2)

Two fundamental methods farsing asymmetric techniques to establish a sedsgrbetween two
entitiesA andB are described in ISO/IEC 11770-3, [5].

The first method idased on a structured setting whitéis to be shared by theo entities. The
setting consists of the following objects: aGet seH and a function

FHxG - G.
G, H andF must satisfy the following requirements:
1. F satisfies the commutativity condition
F(h,F(h', ) = F(h, F(h g).

2. For almost alh; andh; in H it is computationally infeasible to firfe(h,,F(h,,9)) from F(h,,g) and
F(h,,0).

3. The entitie and B share a common elemgrnh G which may be publicly known.

4. The entities acting on this setting ceificiently evaluateF for all h in H, g in G, and can
efficiently generate random elementdHn

For instance, iA randomly generatds, in H andsends(ha,0) to B, andB also randomly generates
hg in H and send&(hg,g) to A, A andB can compute the same session key as

Kas = F (D, F(hg, 9)) = F(hg, F(hy, 9).
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A number of examples dfey agreement mechanisms using this methoddiseussed in ISO/IEC
11770-3, [5].

A second method is based on assuntirag each entityX has a personasymmetric encipherment
system €, dx) and apersonal asymmetric signatusgstem ¢, vx), and thaeach entityhasaccess to
authenticated copies of the public encipherment and verification transformations of all other entities.

For exampleA hasobtained ey K andwants to transfer isecurely toB. A encryptsK andsome
additional material using'’s public encipherment transformatieg, and therA signs this enciphered
message using its private signature transformagion After receiving a messagsontaining, for
example,

sa(Dll& (KIIB)),

B canusesA’s public verification transformatiom, to verify the integrityand origin of thismessage;

B thendeciphers thenessage usinB's private decipherment transformatidg to obtain thekey K.

D, andD, are optional textields, and, aelsewhereX||Y represents the concatenation of data strings
X andY in the order specified.

A number of examples dfey transport mechanisms using this method diseussed in ISO/IEC
11770-3, [5].

5.4.2.3 Key distribution using a cryptographic check function (K3)

It is well knownthat if K is a random number, the function obtained by takingekotusive-or of the
one-wayfunctionf andK is also a one-wafunction. This idea is thbasis of a humber gfossible
key distribution mechanisms using cryptographic check functions.

Consider thdollowing simple example. SuppogeandB share asecretkey Kag and acryptographic
check functiorf. WhenA generates a session Keyand wants to transfer it securelyBpA can send
B a message including

D||fKAB (D)O K.
On receipt of this messadge can calculate
fy . (D)
and then obtaiKs by exoring this value with the second part of the message receivedfrom

Based onthe aboveidea, a number of similar examples using cryptograpghieck functions to
distribute a session key have been proposed, [41], [42], [43].

5.4.3 A key distribution protocol for authentication option R1

We consider the situation where a user and an NO wish to commuecatelywith each other, and
for this purpose they need teerify the identity of one anothend toestablish a shared sessiay.
In this rolemodel option they doot currently share angecret or public informatiorand hencethey
must make use of an SP as an authentication server and a KDC or KTC.

As hasbeen discussed in subsection 5.3, protocols in any of categories KhdkiR3could be used.
In the context of option R1:

» theobviousadvantages of K1 are simpler algorithms, shorter transferrecaddeasier methods
of session key distribution;

» the main advantage of K3tisat algorithms of K3 are simplénan K2 and mighéven be simpler
than K1; moreover,and possibly mostmportantly, products incorporating cryptograpleieeck
functions are much more readilgxported around thevorld than products implementing
encryption functionsand are nosubject tothe strict controls applying tall implementations of
encryption functions;
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» the mostserious flaw of Kland K3would appear to be the requiremdot all relevant pairs of
SPsand NOs to share asecretkey which will result in potentially largeeomplexity in key
management;

» the mainadvantage of K2 is not to have to distribute a shkegdbetween evergelevant pair of
NOs and SPs;

» the main disadvantage of K2 is tlzesymmetric algorithms tend to be much more computationally
expensive.

Hence the choice of which protocol category to use to implement R1 must be made very carefully.

For option R1, thesessiorkey can bechosen by the SP (C1), the NO (C3), the user (C4) or both the
userand NO (C5). Waewill now discuss indetail one example protocol, which uses symmetric
encryption techniques (K1) and lets the SP choose the session key (C1).

This protocol is a modified version of the mechanism given in Section 6.3 of ISO/IEC 11770-2, [5].

In the context of this protocol, we assume that the useramiOSFknow the distinguishing named,
N, S of the user, NO and S#@spectively. In additiothe SP andiser share aecretkey Ksy; and the
SP and NO share another secret Key

M1:U — N: UJIN|R, (IR
m2: N - S U[IN|R, [IR, [ID
M3: S N Dillec, (UIR IKu 10 lE, NIR Iy IR )

Ma: N - U Dl (NIIR Ky IR IR, VIR IR IR )

Ms:U — N: Dglle, (NIIR,"lIR 1IR3 )

whereRy, Ry andRy are three nonces generated hyN andN respectivelyD; is theith optional text
field; Kyy is a sessioley for U andN; andex denotes encryption usirige key K. Theterminology
defined here will be used throughdire report. Note that this ispreciselythe sameprotocol as
described in subsection 5.3.3.

The procedural description of the protocol is as follows.

1. UserU sends NON a messag®1 containing the distinguishing namésandN, a nonceR,, and,
optionally, a text fieldD1.

2. On receipt oM1, NO N determines the appropriate SFrom some combination df and the
data stringD;, and thersends the SB a messag®?2 including the distinguishing namésand
N, the nonce&, andRy, and, optionally, a text field,.

3. After receivingM2, the SPS chooses a secratithenticatiorkey Kyy for userU and NON, then
returns the NON a messag#3 including a ticket fotJ, namelye,  (N||R; [| Ky [IB )

4. On receipt oM3, the NON decryptsthe first part using thé&ey Ksy, andfrom checking the
correctness o) andRy, N verifiesthat messageM3 was fromS andwas a reply taM2. NON
thenretrievesKyy, andforwardsthe ticket concatenated with anothmessage encrypted using
Kun to U.

5. On receipt oM4, userU decryptshe ticket using th&ey Ksy, and bychecking the correctness of
N andRy, userU verifiesthe ticketwas issued b andwas a reply tiM1. UserU retrieves the
key Kun, and then, after usingyy to decryptthe other part oM4 andchecking the correctness of
U andRy, userU believes NON has retrievedyn. UserU then returnd5 to NON.
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6. On receipt oM5, NO N decryptsM5 using thekey Kyy. By checking the correctness Nf Ry
andR'\, NO N verifies thatM5 wassent by uset) andwas a reply ttM4. NON canalso be sure
thatU has retrieved the ke§n.

This protocol enableshe userand the NO toverify each other’s identityand, in addition, theiser
and the NO agree upon the secret authenticatioiKkgyand theuserand NOknow that thekey Kyy

is possessed Bach other. Optionally theey K,y can beused as a sessidwey for the provision of
additional security features (edpta confidentiality) irsubsequent communications betwées user
and the NO (see also subsection 5.4 below).

Besides those discussed in Section 5.3.1, other advantages of this protocol are:

1. The usespecifickey Ksy is known only tathe userand SP; it doesiot have to be revealed to the
NO. Similarly, the NGspecifickey Ksy is known only tothe NO andSP; it doesiot have to be
revealed to the user.

2. The SPkeeps total controbver the user's communications actidrecausehe SPchooses the
session key.

Other disadvantages of this protocol are:
1. The NO has to communicate with the SP in order to obtain the authentication information.
2. The authentication algorithm has to be known to the NO, so it needs to be standardised.

3. The NO must preserve the confidentiality of the authenticatioiKkey

5.4.4 A key distribution protocol for authentication option R2

In this option, a useand theNetwork Operator NQdo not currently share argecret or public
information. Whenthey wish to communicate securelyith each otherthey need toverify the

identity of one anotheand toestablish a shared sessikey betweerthem. For thispurpose they
make use of an ‘old NO' NQas an authentication servand aKDC or KTC. We use the
abbreviations N@ and NG for an old network operator (responsible for providihg previously

visited network)and anew network operator (responsible for providihg presentisited network)
respectively.

Giventhat what is required if®r two parties to authenticate one another with the aidtbird party,

R2 is quite similar to R1. In fact, if we change SP into,N@d NO into N@ in the protocol
described in subsection 5.4.3, wan get an example offotocol implementing R2. Agreviously,
protocols in any of categories K1, Khd K3 can beised forthe implementation of this option. In
addition to the advantagesd disadvantages described in subsection 5.3.2, one potential problem
with protocols oftypes Kland K3 is that alfelevant pairs oNOs mustshare asecret key. As
always,the mainshortcoming of protocols dfpe K2 isthe computationatomplexity of asymmetric
algorithms.

The main difference from option R1 is that the ‘authentication sanadKDC or KTC' NQ, in R2 is

not the partywho issueshe user’s authentication information. The informatioutthe user held

by NO, was issued byhe SP asome previousime (perhaps using protocol fallingunderoption

R1). In option R2, the session key can be chosen by the old NO (CagwheO (C3)the user (C4)

or both the useandnew NO (C5). We wilhow discuss imdetail one example protocol, which uses a
cryptographic check function (K3) and lets the old NO choose the session key (C2). If one Bhanges
into Sin this protocol, it can be also used for implementing R1.

The following protocol is a sessiokey distribution protocol withmutual authentication. In the
protocol descriptiorbelow, N and N’ represent thenew NO and old NO’s distinguishing names
respectively. It is assumebat the NQ andusers share secretkey Kyy, which could be a session
key previouslyestablished (perhaps usingtocol implementing option R1). We also assuhs
NO, and NQ share a secret kel,nn.

M1: U - N: D |U[IN|N'IR,
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M2: N - N D,[U[IN[N'IR, [R
M3: N'=> N:

Ds [[Ryn llG,, (RIIRen VIR B Ky [Rv Ik, & IRy INIPO) K
M4: N - U:

D, [IRyu llG,, (R IRy IINIIR B Ky IRV IR, OIR IR IPD)
M5:U - N: Dglle, (NIRy [IR [IR )
where C, denotes a cryptographic check function using thekkey

The procedural description of this protocol is as follows:
1. U sends the distinguishing namgsN andN’, a nonceR; and, optionally, a text field®, to N.

2. After receivingM1, N sends the same distinguishing nam@& noncesR, and Ry, and,
optionally, a text field, to N’.

3. On receipt oM2, N' generateswo noncesRyn (for N) andRyy (for U) and asessiorkey Kyy,
and then sendd the messag®3.

4. On receipt oM3, N usesthe sharedey Ky to check othe first part of themessage was issued
by N'. N then retrieves the kd{yyy and sendi4 to U.

5. On receipt oM4, U usesthe key Kyy in conjunction with the firspart torecoverKyy. U can
thencheckthe second part of theessage usingyy, in order toverify that itwas generated by
(and hencé&\ must knowKyy). Finally U sendsM5 to N.

6. On receipt oM5, N can verify that) has retrievedyy.

This protocol enables the user and the NO to check each other’s identity, to agree upon the session key
Kun, and to verify that the kelyy is known to each other.

Disadvantages of this protocol include:
1. NQ, has to communicate with N@n order to obtain the authentication information.

2. Once a sessiokey hasbeen compromisedll subsequent sessidweys established using this
protocol will also be compromised, becauséhiis protocolthe oldsessiorkey isused to establish
the new session key.

5.4.5 A key distribution protocol for authentication option R3

In this option, the useaind NOalready share the informatiorecessary foauthentication and key
distribution. As previously, protocols in any of categories K1,af2i K3 could be used for the
implementation of this option. Tleessiorkey inthis option can behosen by the NO (C3), the user
(C4) or both the useand NO (C5). Wenow give one example protocokhich uses symmetric
encryption techniques (K1) and in which the NO chooses the session key (C3).

The following protocol is based othe key establishment mechanism in Section 5.5 of ISO/IEC
11770-2, [5]. In thisprotocol it is assumedhat theuserand NO both know their respective
distinguishing namebl andN, andalso a shared secrety Kyy (Which might be grevious session
key established using a different mechanism).

M1: U - N: D, [U|INI|R,
M2: N - U: Dille, VIR IR Ko 1B )
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M3: U ~ N: Djlle,, (NIIR, IR IR )

One differencébetweenthe above protocoand the mechanism #$O/IEC 11770-2, [5], ighat the
session keX'yn is generated by the NO and not by both the NO and the user.

The procedural description of this protocol is as follows:
1. U sends the distinguishing namgsndN, a nonceR,, and, optionally, a text fielt; to N.
2. After receivingM1, N generates the session k€yy and sendM2 to U.

3. On receipt oM2, U decryptsM2 using thekey Kyy, and, bychecking the correctness dfand
Ry, U is able to verifythat M2 wassent byN andwas a reply taVil. U can nextrecover the
session ke¥’yy and, finally,U sendsvi3 to N.

4. On receipt oM3, N decryptaM3 usingK’yy, and, bychecking the correctnessf Ry andRy, N
verifies that M3 was sent byU and was a reply toM2. MoreoverN can also verify that U
possesses the ké&yn.

This protocol enables the user and the NO to verify each other’s identity. In addition thadib&D
agree upon the kegy, and verify that it is possessed by each other.

In addition to those discussed in subsection 5.3.1, other advantages of this protocol are:

1. The NOdoesnot have to communicate with the SP in order to obtain the authentication
information.

2. The session key is known only to the user and NO.

Other disadvantages of this protocol are:

1. The authentication algorithm has to be known to the NO, so it needs to be standardised.
2. The NO must preserve the confidentiality of the authenticatioiKkey

3. Once a session key is compromised, all subsequent skegswill also be compromisediecause
in this protocol the old session key is used to establish the new session key.

5.4.6 A key distribution protocol for authentication option R4

In this option, the authentication informatiahoutthe user igrovided bythe user.Becauseghe user

and NOhave no shared secrets)ly cryptographic option K2an beusedhere. Thesessiorkey in

this option can behosen by the NO (C3), the user (C4) or both the asdrNO (C5). In this
subsection we consider an example protocol which uses asymmetric cryptographic techniques (K3)
andallows boththe usermnd NO participate ichoosing thesessiorkey (C5). Theprotocol is taken

from ISO/IEC 11770-3, [5].

M1: U - N: D |U|IN|R,
M2: N - U: DJUIR IR IF & 9)IE VIR IR IFQ 9)iP )
M3: U - N:

Ds[INJIRy IR [IF® .9)lg (NIR IR IF& 9P g CUIR 4P )
Ma. N - U: Dylle, (N[[R [ID)

where S () denotes a signature computed ugtmgkey K, Sy denoteghe secret signaturkey of N,

S, denoteghe secret signaturkey of U, F is a function of theype described in subsecti®&wy.2.2.
Optionally, data stringB; andDs may contain certificates for the public keyd\o&dndU respectively.
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The recipient of such a certificatanuse it to obtain a validatezbpy ofthe public key ofthe owner
of the certificate.

The last part oiessageM3 (namely & (U[|R, [|D )) andmessageM4 are optionaland are

present to provide key confirmation. The sessionK¢gyis computed byJ andN respectively as

Kun = F(hy,F(hy,9).and

Kun = F(hy, F(hy, 9).
The procedural description of this protocol is as follows:
1. The user sends the distinguishing nabhesdN, a nonceR,, and, optionally, a text fiel®; to N.

2. After receivingMl, N randomlyandsecretly generatds, in H, andcomputes=(hy,g). ThenN
sends its signature on a data string including another inardF(hy,g) to U.

3. On receipt oM2, U checks it by verifyinghe signature dil using acopy ofN's public signature
verification key. This public key mayeither be obtained from @py ofN's certificate or bysome
other means.U now retrieved=(hy,g), randomlyand secretly generates, in H, andcomputes
F(hy,0) and the session key

Kov = F(hy, F(hy, 9).

Finally N sends its signature on a data string includiF@y,g), and, optionally, a key
conformation message componenhto

4. On receipt oM3, N checks it by verifying the signature Of retrieves=(hy,g), and thercomputes
the session key

Kun = F(hy, F(hy, 9).
Optionally,N decrypts

€, (VIIRIIT)

and checks the correctnesdb&ndRy, thereby verifyinghatU hascorrectly gotthis sessiorkey.
Then, optionallyN sends another confirmation messagd ) to U.

5. On receipt oM4, after decrypting it and checking the correctneds ahdR,, U hasverified that
N has correctly got this session key.

This protocol allowsthe userand the NO toverify each other’s identity. It also allovtlse user and
the NO to agree upon the session Kgy, and the user and NO can confirm that the kgyhasbeen
obtained by each other. The certificate of the aserbeissued bythe SP when the user is initially
registered with the SP. In thesisethe NOwould have to knowhe SP’s valid publickey. The
certificate ofthe NO must béssued by an entity whose pubkey isreliably known tathe useibefore
the authentication and key distribution process starts.

Besides those discussed in Section 5.3, other advantages of this protocol are:

» The usersecretkey S, is known only tathe user, and the N€ecretkey S is known only to the
NO.

» The NO doesnot have to communicate with the SP in order to obtain the authentication
information and the session key.

» The NO does not have to maintain the confidentiality of the user public key.
* Neither the user nor the NO can predetermine the value of the session key.

* The session key is known only to the user and NO.
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A disadvantage of this protocol is:

» To participate in choosing theessiorkey could result inmuch increasedomplexity forthe user
access device.

5.4.7 Summary

In the above subsection whave described four sessidey distribution protocols withmutual
authentication, which aresed to implement authentication role model options R1, RAr&3R4.
Thefour protocols considerdukere ardairly arbitrary choices fronthe many availableTheyare not
necessarily the best choices. As has been mentioned in subsectibie SeBzction othe protocols is
complex, and it depends on the requirements of 3GS for service related authentication.
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6. Multiple access methods and encryption of
the air interface

6.1 Introduction

The choice of multiple aess method for the third generation of mobile telecommunications systems has
generated a lot of discussion. The purpose of this section is to assess the impact of this choice on the
selection of mechanisms to provide encryption of user and other data on the air interface.

In subsection 6.2, the multipleass methods of possible relevance to third generation systems are surveyed,
most importantly including TDMA and CDMA. Subsection 6.3 then contains a more detailed examination
of encryption for TDMA systems, briefly reviewing how this is done in the GSM system (which uses TDMA
for air interface multiple @ess). This leads naturally to subsection 6.4, where possibilities for combining
encryption with CDMA are considered. This in turn raises a fundamental question, namely what sequences
are appropriate for use in CDMA systems?

Subsection 6.5 attempts to provide an answer to this question. It compares the properties of random
sequences with those of sequences believed to be ‘good’ for CDMA applications, and shows that, in some
load conditions, random sequences may be superior. This suggests the radical conclusion that existing
systems may be built on a possibly false premise, namely ERdAGequences must be chosen with great

care. This topic is the subject of continuing research.
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6.2 Multiple access methods

There are a number of ways in which the bandwidth available to a system can be divided to accommodate a
number of users wishing to use it.

In first-generation analogue systems, FDMA (frequency-divisioltipteuaccess) is used. This means that

the available bandwidth is divided into sub-bands, and each user who gains access to the system is assigned
one unigque sub-band for the entire duration of a call, after which the sub-band is relinquished and becomes
available to any other user wishing to gain access to the system. In cellular systems, SDMA (space-division
multiple acess) is employed in addition. This just means that the same frequency is re-used in different
cells, with the spatial separation sufficient to reduce interference to acceptable levels. Within each cell,
FDMA ensures that there is insignificant interference between users.

6.2.1 Time-division techniques

FDMA/SDMA is the only technique available to analogue systems. Moving to digital systems allows other
options. GSM uses a combination of FDMA and TDMifé-division multiple acess). This involves

dividing the time axis into contiguous frames, each containing a predefined number of contiguous time slots.
Each user of the system is assigned a unique time slot in each frame for the entire duration of a call. Once a
call is terminated, the corresponding time slot is relinquished and becomes available to any other user
wishing to gain access to the system. As before, SDMA allows users in different cells to use the same
frequency.

Enhancements to TDMA have been proposed. These include:
¢ DCA (Dynamic Channel Allocation)

In this scheme, which is used for the DECT air interface, higher bit-rates are achieved by assigning a
number of channels to a particular call.

¢ PRMA (Packet-Reservation Multiple Access)

This is a way of exploiting the natural pauses gesh. Essentially each terminal recognises the start of

a ‘talk spurt’ and then competes for a timeslot with other terminals. Once it has a timeslot for the first
speech packet, corresponditigneslots in subsequent frames are automatically reserved. However,
unlike conventional TDMA, the timeslots are not reserved for the entire duration of the call but only for
the duration of the ‘talk spurt’. In experiments, [44], it has been shown that this leads to a 50% increase
in capacity, in reasonable conditions. RACEDMA have considered an enhanced version of PRMA,
known as PRMA++.

PRMA is essentially an adaptation of the Reservation ALOHA (R-ALOHA) data packet broadcast
protocol for use in a cellular environment with speech transmissions, [45]. The principal differences
between the two schemes are:

. Acknowledgements in PRMA are from the cell base station to the mobiles and can thus be
considered to have negligible delay compared with many applications of R-ALOHA (e.g.
satellite broadcast networks).

. Voice packets which are delayed more than a certain interval are dropped in PRMA due to the
nature of speech transmission.

Although PRMA is primarily a voice packet protocol, it can be adapted to accommodate both speech and
random data transmissions (with priority given to voice packets), [46].

¢ SFH (Slow Frequency Hopping

Slow frequency hopping can optionally be used in a GSM network. When frequency hopping,
consecutive TDMA bursts are tranitted at different frequencies according to a predefined hopping
sequence. This provides resistance to Rayleigh fading since the signal nulls change in physical position
as the frequency is changed. SFH also provides the advantage that co-channel interference is more
evenly spread between users.
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6.2.2 Spread-spectrum techniques

Spread spectrum techniques were originally developed and used in military applications for covert operation
and to resist intentional jamming. There are two basic types of spread-spectrum system: frequency hopping
(FH) spread spectrum systems and direct sequence (DS) spread spectrum systems.

We shall concentrate on DS systems. In DS systems, each bit of message data is effectively mapped to a
codeword consisting of a sequence of bits knowchgss This process is known apread coding It is

achieved by performing a multiplication between the message data and a relatively high rate spreading code
(assuming all binary values to belong to {-1,1}). Because the chip rate of the spreading code is greater
(usually much greater) than the bit rate of the message data, the effect is to spread the power of the message
signal over a relatively wide bandwidth. The spreading may be such that the processed signal lies
significantly below the level of background noise at a distant receiver, yet, in contrast to the case when
conventional modulation schemes are employed, the signal is still recoverable. This facilitates covert
operation. At the receiver, the samdtiplication process is performed between teeeived signal and a

locally generated and synchronised version of the spreading code. The effect now is to despread the wanted
signal but spread any other received components including those due to intentianiabja Because the

wanted signal is now narrowband and at a high level relative to the other components which have been
spread at the receiver, it can be resolved.

Both the aforementioned types of spread spectrum systems can be adapted for multi-user application. They
are then known as frequency hopping spread spectrum multigesa(FH/SSMA) systems and direct
sequence spread spectrum multigeeas (DS/SSMA) systems respectively. Each of these cdiiuteres
code-division multiple ecess (CDMA) system, although the term CDMA is usually associated with the
latter and will be used in this sense in the following.

6.2.2.1 CDMA

In the most basic form of CDMA, each user is assigned a unique code for spreading/despreading purposes.
This code is allocated for the whole duration of a call and then relinquished for use by any other user
wishing to access the system. Two basic types of CDMA system may be identified:

» Synchronousin which the bit and chip transitions of the variolBMA channels arriving at a receiver
are guaranteed to be synchronised.

» Asynchronousn which the bit and chip transitions of the variolB®MA channels arriving at a receiver
are not synchronised in general.

Synchronous CDMA systems lend themselvestttogonalspreading in which each active user is assigned

one code from a set of mutually orthogonal codes. During the modulation process, each bit of data
pertaining to a particular user is replaced by the complete corresponding code (either directly or in inverted
form depending upon the value of the data bit). In principle, this technique permits individual CDMA
channels to be recovered at the receiver with zero cross-channel interference and without the use of power
control.

Asynchronous CDMA systems are by far the more common. For such systems, the main operational
requirements of the code set in use are, [47]:

» low autocorrelation coefficients for all code phases apart from those which are an integer multiple of the
code lengthN (to permit synchronisation),

» low crosscorrelation coefficients for all code phases (to permit synchronisation and to ensure low cross
channel interference).

In practice, additional correlation properties are required. This is because the data modulation superposed
on the spreading sequences can potentially give rise to spurious correlation products in the receiver which
would not be possible if the raw sequences themselves were being received. In such circumstances, it is
necessary to distinguish between even (or periodic) and odd correlation functions, [48]. The former describe
the correlation properties of unmodulated sequences and the latter those of modulated sequences. We shall
concentrate on periodic correlation functions in this document.
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In general, orthogonal spreading is not viable in asynchronous CDMA systems because orthogonal codes
generally have poor autocorrelation and crosscorrelation properties. There is also no requirement for each
data bit to be replaced by the complete spreading code during the modulation process. In fact, it is much
more common for the complete code to be spread over several data bits. Because cross channel interference
is non-zero in asynchronous CDMA systems, power control is essential.

The basic problems, as identified by Steele and Williams, [49], when implementing asynchronous CDMA
systems, are:

+ accurate power control,
» the generation of large families of codes with desirable correlation properties,
» synchronisation.

Methods of generating a large family of linear sequences with desirable correlation properties have been
documented by Kasami, [50], and Gold, [51], [52] among others. See subsection 6.4.4 for more details.

6.2.2.2 Commercial/envisaged CDMA systems
6.2.2.2.1 The Qualcomm CDMA system

The solutionthat Qualcomm have proposed for a cellustem involveshe basestation (BS)
transmitting a pilot signal on aommonchannel with a unique phase. Ttillows the MS to
synchroniseandidentify the basestation and tadjust thepower ofits transmissions. Thgystem is
synchronised using a GPS (Global Positioning System) signal, [53], [54].

Qualcomm have opted for a multi-level spread coding schéiis. iscomplicatedand thecodes are
used asymmetrically aotihe forwardandreversedinks principally becausehe forwardlink constitutes

a synchronous CDMA system wherehs reverselink constitutes an asynchronous CDMA system.
Basically, thereare threetypes of code: ahort PNcode(length 2° chips), a long PNode(length
2*21 chips)andorthogonakodes basedpon Walsh functions (length 64 chips). The shortcBtles
allow different base stations to béstinguished, the long Pblbdes provide securitgnd scrambling
and theorthogonalcodes basedpon Walsh functions differentiateetween differentiser channels.
The chip rate idixed at 1.2288MChip/salthough data rates of 1.2kb/s, 2.4kb/s, 4.8kins9.6kb/s
can be supported.

6.2.2.2.2 The RACE CODIT scheme

RACE 2020 CODIT have also proposed a CDMA scheme for use by a third-generation mobile system.
This scheme is tailored tthe requirements dMTS. Three different chip-ratesre proposed by
CODIT. These are 1.023, 5.185d 20 MChip/s. Each informatidsit rate offered by UMTS is
mapped to one of these chip-rates.

6.2.2.2.3 Other CDMA schemes

Various hybrid schemes have been proposed, usuallyy TDMA with some elements of CDMA.
Some were originally proposed for the GSM system.

6.2.3 The choice of multiple-access methods
6.2.3.1 UMTS

UMTS may well use a hybrid scheme. Indeed there is no reason why the motigse scheme used on
the uplink should be the same as that used on the downlink.

6.2.3.2 Broadband systems

It should be noted that mobile broadband systems, such as that being specified by the RACE MBS project,
are unlikely to be able to use CDMA or FH/SSMA because of the vast chiprates involved. RACE MBS are
planning to use bit-rates of around 100 MBit/s. Basically, each bit of data is turned into twenty or so bits of
codeword. This requires a chip-rate of around 3 GChip/s, which is considered to be aliovie tiie
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current technology. Also, a bandwidth of several GHz would be required, while only 1GHz is available
(63-64 GHz).
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6.3 Air-interface encryption in TDMA systems
6.3.1 GSM encryption

In the GSM system all diised sech data and most sidlitay data are encrypted when sent over the air
interface. Note that this does not constitute end-to-end encryption of the data. In particular, the Layer 1 data
flow transmitted on the dedicated control channel (DCCH) and the traffic channel (TCH) is encrypted by the
bit-by-bit addition of a bit stream generated by the ciphering algorithm A5.

The DCCH is only encrypted when an encryption key has been set. TKgussd for the encryption is
generated by both the mobile and the network. It is the output obtained from algorithm A8, by inputting the
subscriber key; and the most recently generated RAND value. Hence there is a fresh key for each
authenticated call.

On the DCCH and TCH, the encryption starts when the mobile terminal receives an instruction from the
base station.

When a handover occurs, the necessary information is transferred by the network to the new base station,
and the encryption continues using the same key. Synchronisation is achieved by using the TDMA frame

structure and number. On input of a session key and a TDMA frame number, the algorithm produces a

sequence of 114 hits for enciphering in the transmit slot and a separate sequence for enciphering in the
receive slot.

Other factors influencing the choice of parameters for the algorithm include the speech coder, error
propagation and delay.

6.3.2 Impact of TDMA enhancements on encryption

6.3.2.1 Dynamic channel allocation

For further study (see section 11).

6.3.2.2 Packet reservation multiple access

In PRMA, a user engaged in a speech conversation is allocated a new time dloteeachew ‘talk spurt’

is initiated (resources permitting). Thus, during a typical conversation, a user will transmit in a variety of
time slots. The inherent security afforded by PRMA clearly depends upon the average rate at which time
slots are reassigned. This in turn depends upon the sensitivityvoliceeactivity detecton the mobiles.

For aslowdetector, which regards silence as say a few seconds without detectable speech, several seconds
and possibly minutes of conversation may be transmitted in the same time slottagtoletector, which

regards inter- and possibly intra-word gaps as silence, the time slot assigned to a user may change several
times during the course of a typical sentence.

Despite the obvious advantage of PRMA ovBIMA from the perspective of inherent privacy, there are a
number of potential weaknesses in the system. These arise as a consequence of the following important
characteristic of the PRMA protocol. With analogy to the R-ALOHA protocol, at the end of each reverse
link time slot, the base station broadcasts a feedback packet. In the casessfiduinterpretation by the

base station of a transmission from a mobile, the packet is an acknowledgement containing the identity of
the mobile with a reservation in that time slot for subsequent frames. In the case where either no
transmission takes place from a mobile, or transmissions could not be interpreted by the base station (due to
channel errors and/or collisions between two or more transmissions), the packet coniingeasage to

indicate that no reservation exists and hence the time slot is available for contention during the following
frame. Consequently, security is potentially compromised for at least two reasons:

i. By listening to the broadcast feedback message, an interceptor can determine which mobiles are
transmitting and on which time slots. It is thus vital that some form of protection is afforded to this
message. Encryption and/or the use of temporary mobile subscriber identities (which may need to be
updated several times during a call) are possible solutions.

ii. When a time slot is relinquished, it cannot be used during the following frame because the base station
must detect that no transmission is taking place on a time slot before it can inform all mobiles of the
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availability of that time slot. This gap in transmissions aids an interceptor in establishing on which time

slots new ‘talk spurts’ are appearing. Depending upon the dynamics of the voice activity detector, it may
be possible to modify the protocol such that a mobile informs the base station in real time that it is
transmitting the last packet of a ‘talk spurt’. This will remove the requirement for gaps in transmissions

on timeslots (and improve channel efficiency).

6.3.2.3 Slow frequency hopping

For further study (see section 11).
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6.4 Air-interface encryption in CDMA systems
6.4.1 General remarks

6.4.1.1 High chip rates

The high chip rates proposed (up to 20 MChip/s for CODIT) may make it difficult to encrypt on a chip-by-
chip basis. However, it is clear that GSM-style encryption would have to be performed after channel coding
but before the spread coding, in order that the codewords could be detected by the receiver. Hence,
encryption could be performed on data at the information bit rate.

6.4.1.2 Unsynchronised transmission

The CDMA scheme proposed by Qualcomm is synchronised using a GPS signal. However, unsynchronised
CDMA schemes have been proposed, for instance by CODIT. The potentialtigdfitar encryption are
clear.

6.4.1.3 Combining spread coding and encryption

There is a possibility that the selection of PN sequences could be made a cryptographic process. That is, the
selection of a sequence for each user depends on a secret key shared by the base station and mobile station.
The base station has to ensure that the sequence generated is still unique to the user, but an eavesdropper is
unable to determine which sequence is being used by a user. This may require strict synchronisation with
the base station.

6.4.2 Inherent security provided by a CDMA system

6.4.2.1 Discussion

CDMA systems are often described as affording a high level of security by their very nature, although such
statements are rarely qualified. Hence, before deciding upon whether or not explicit encryption is required
for CDMA based systems, the level of inherent security afforded by such systems must be examined in
detail. Methods of making CDMA systems intrinsically secure also need to be investigated.

The privacy afforded by an unencrypted CDMA basetipteiaccess system depends upon:
i. The secrecy of the set of spreading codes.

ii. The secrecy of the synchronisation information needed for despreading individual transmissions at the
receiver.

iii. The covertness of the transmission i.e. whether or not transmissions are below the background noise
level as seen at the receiver.

In commercial applications, the advantage afforded by covert operation will often be lost to some extent
because the transmission bands will be fixed by regulatory bodies. Thus, although an interceptor may not
know a priori if a transmission is taking place, he will know the exact frequency band of the transmission
should it be taking place. Furthermore, should the interceptor be sufficiently close to the transmitter, the S/N
ratio may be such that direct demodulation of the chips of the spreading sequence may belfaasgbmn
extremely serious security issu&hould it be possible to algebraically determine the complete spreading
code from directly demodulating only a part of the code, the system is inherently insecure.

In any case, i. and ii. suggest that security can be enhanced by:
i. Periodically or randomly switching between several sets of spreading codeh6pping
ii. Periodically or randomly introducing random phase shifts in the spreading pbdss bopping

both of which require strict synchronisation between transmitteremed/er. Do these methods affect the
functionality or operational requirements of tHeNIA based miliiple access system (apart from increasing
the complexity of the hardware/software at the transmitteremedler)?

If the set of spreading codes is unknown, the difficulty in deducing individual codes may/will depend upon:
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i. The length of the codes.

ii. The nature of the codes (sequences generated by non-linear means being more secure than sequences of
the same length generated by linear means, [55]).

iii. The secrecy of the length of the codes and how they are generated.
iv. The degree to which the codes resemble purely random sequences, [55].

v. The number of users accessing the system (assuming that the number of codes transmitted is equal to the
number of users accessing the system).

vi. The uncertainty in the relation between the bit and chip rates (if a large number of bit rates can be
mapped onto each chip rate, the system may/will be more secure).

Vil.

The security of the synchronisation process (most methods of achieving synchronisation between
transmitter and eceiver rely on the spreading code being directly mnitesi i.e. with no data
modulation)

Note that the difficulty in deducing a keystream sequence in a stream cipher system also depends upon i., ii.,
iii. and iv. This analogy is not surprising in view of the fact that both spread spectrum and stream cipher
systems involve performing a modulo-2 addition between data and a pseudo noise sequence.

With respect to v., is the system more secure if all codes are transmitted irrespective of whether there is a
user transmission to support each? This will undoubtedly increase the level of self-interference of the
system.

Is it necessary for an interceptor to deduce the exact codes? Will a high level of correlation be sufficient to
make speech transmissions liigéle?

6.4.2.2 Conclusion

The worst case under normal operating conditions is clearly that in which only one user is actively using the
system and an eavesdropper is situated close to both the user and the base station. This scenario should
therefore receive the most attention. Certainly, any CDMA system which is proposed as being inherently
secure must be secure under this condition.

6.4.3 Code families and their properties for synchronous CDMA systems
6.4.3.1 Walsh codes

A set of N Walsh codes of lengthexists for eaciN which is an integer power of 2. Théd&Valsh codes
form the rows (or equivalently columns) of kN Hadamard matrix. Hence, each of khev/alsh codes is
orthogonal to each of the oth&-{) Walsh codes from the set. However, for some shifts, autocorrelation
and crosscorrelation coefficients can be extremely large in absolute terms (even as Idrgineas
autocorrelation coefficient corresponding to zero shift), [47].

The implication of the above discussion is that Walsh codes are only useful as spreading codes in
synchronous CDMA systems for which, at a receiver, the bit and chiticem®f all ®MA channels

coincide with each other. As an example, Walsh codes are employed as spreading codes in the forward
(base station-user terminal) direction of the Qualcomm CDMA system. At any given user terminal, all
CDMA channels are received with bit and chip tit@ors alignment. Walsh codes are useless as spreading
codes in asynchronous CDMA systems because of their undesirable correlation properties.

The security afforded by Walsh codes is very small. Most do not resemble random sequences at all (this
explains why certain autocorrelation and crosscorrelation coefficients can be relatively large in an absolute
sense). Such characteristics are shared by most large families of orthogonal codes. Hence, if the desirable
characteristics afforded by orthogonal codes when used in CDMA systems (zero cross channel interference,
no power control) are required, explicit encryption must be undertaken before spreading takes place.
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6.4.4 Code families and their properties for asynchronous CDMA systems

This subsection concentrates on certain families of codes which have been proposed for use as spreading
codes in asynchronous CDMA systems. Particular attention is given to the correlation properties, set sizes
and linear complexity of these code families. The set of code families discussed is of course not exhaustive
and will be updated as more literature becomes available.

6.4.4.1 m-sequences

A linear feedback shift register (LFSR) witlstages can generate sequences with lengthNig: t9-1 bits.

A sequence with the maximum possible length is known asrsequence. For amsequence to be
generated, the LFSR must have feedback connections which correspond to a primitive polynomial and its
initial state (i.e. the initial contents of the shift register) must be non-zero, [47], [56].

The periodic autocorrelation function of an m-sequence of léihgt-1 is given by, [47], [56]:
N for a shift which is an integer multiple Mgf
-1 for all other shifts,

which, for large values dfl, is a reasonable approximation to the periodic autocorrelation function of a
purely random sequence of the same length.

In spite of their desirable autocorrelation correlation properties and ease of generation, the use of m-
sequences as spreading codes in CDMA systems is disadvantageous for two reasons, [47], [56]:

i. The number of m-sequences of a given length is relatively low (particularly gven), being given by
@N)/n wheregis the Euler function.

ii. If just 2n consecutive bits of the m-sequence are known, the whole m-sequence can be determined via the
Berlekamp-Massey algorithm.

6.4.4.2 Gold codes

Gold discovered that a selected pair of m-sequences of IBhgtl?-1 exhibit a three valued periodic
crosscorrelation function with a reduced upper bound on the correlation levels as compared with the rest of
the m-sequence set of the same length, [47], [51], [52]. This pair of m-sequences is referred to as the
preferred pairand is unique for a given sequence length. For the preferred pair of m-sequences Mf length
the periodic autocorrelation (for any shift which is not an integer multigp ahd crosscorrelation levels

are restricted to the three values, [47]:

{-t(n), -1,t(n)-2}
in which:
t(n)=2™Y2+ 1 fornodd,
t(n) = 2™?2+ 1 forneven.

Gold has presented the method for the selection of the preferred pair of m-sequences from the set of m-
sequences of a given length, [51], [52].

The enhanced correlation properties of the preferred pair of m-sequences can be inherited by any sequence
derived from the original pair by a process of modulo-2 addition. There are a p@ssibldative phase

shifts between the preferred pair of m-sequences of lidthand henc@"-1 possible sequences can be
generated by this process of modulo-2 addition. These derived sequences, together with the original
preferred pair of m-sequences, constitute the family of Gold codes of Mngtd. Thus, there ar+2 =

2'+1 Gold codes of lengt = 2'-1, [47].

Gold codes have several advantages iwvsequences as spreading codes in asynchronous CDMA systems
for a given sequence length, [47]:

i. Periodic crosscorrelation properties are on average better.
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ii. A much larger number of codes are available (particulanysifeven).

iii. Security is slightly improved (i.e. more than 2onsecutive bits will be required to characterise a Gold
code unambiguously).

On the other hand, those Gold codes which arempstquences have worse periodic autocorrelation
properties than m-sequences of the same length. There is also a slight implementation cost. This applies
whether the Gold codes are generated as previously described, with the output of two maximal length linear
feedback shift registers (with characteristic polynomials corresponding to the preferred pair of m-sequences)
being subject to modulo-2 addition, or a single linear feedback shift register (with characteristic polynomial
equal to the modulo-2 product of the characteristic polynomials corresponding to the preferred pair of m-
sequences) is employed to generate the Gold codes, [47].

6.4.4.3 Small set Kasami codes

The generation of small set Kasami codes is similar to that of Gold codes in that it involves (conceptually at

least) modulo-2 addition of preferred pairs of m-sequences, [47], [50]. This time, however, one m-sequence
of the preferred pair evolves from a maximal length linear feedback shift register with double the number of

stages of that of the other. Thus, one m-sequence from the preferred pair hasldnygihil@ the other

has length 21.

Kasami has presented the method for the selection of the preferredmaieaiences, [50]. This involves
correctly selecting the longer m-sequence and decimating it to yield the smsdiguence.

There are a possibl&-2 relative phase shifts between a preferred pairsgiquences of lengti"2L and 2-

1, and hence"2l possible sequences can be generated by this process of modulo-2 addition. These derived
sequences, together with the originakequence from the preferred pair of lengt12 constitute the

far2r12ily of small set Kasami codes of lengithe 2™-1. Thus, there aré' 8mall set Kasami codes of lendth

=21, [47].

For small set Kasami codes of lengthe 21, the periodic autocorrelation (for any shift which is not an
integer multiple olN) and crosscorrelation levels are restricted to the three values, [47]:

{-t(n),-1,t(n)-2
in which:
t(n)=2"+1.

Both the autocorrelation and crosscorrelation properties of small set Kasami codes are superior to those of
Gold codes of the same length. However, the number of small set Kasami codes which can be generated is
much lower than the number of Gold codes which can be generated for the same sequence length (and is
generally only slightly greater than the number of m-sequences which can be generated for the same

sequence length), [47].

6.4.4.4 Bent function sequences

Bent function sequences are very similar to small set Kasami sequences of the same length in respect of their
correlation properties and set sizes, [47], [57]. However, due to the non-linear manner in which they are
generated, the linear complexity of and hence security afforded by these sequences is far superior to small set
Kasami sequences of the same length. The principal problem in employing Bent function sequences as
spreading codes in secure CDMA systems is the associated implementation cost and effort: they are
considerably more difficult to generate than small set Kasami sequences of the same length.

6.4.4.5 Interleaved sequences

Families of non-linear sequences can be generated by interleaving m-sequences according to some
predefined algorithm.

A class ofm-like sequencesas been reported in the literature, [58]. These are generated by interleaving
certain m-sequences with null sequences in a particular order. Their usefulness arises from the fact that they
have the same periodic autocorrelation function as an m-sequence of the same length, but a much higher
linear complexity.
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A class ofKasami-like sequencéms also been reported, [59]. These are generated by interleaving certain
m-sequences with the interleaving order governed by a set of sequencegprialledequences Their
usefulness arises from the fact that they have the same periodic autocorrelation and crosscorrelation
functions as a small set Kasami sequence or Bent function sequence of the same length, but a higher linear
complexity. In addition, for a given sequence length, more Kasami-like sequences than true Kasami
sequences are available.

6.4.4.6 Geometric sequences

Geometric sequences are a very general class of pseudo random binary sequences which include the m-
sequences and the GMW sequences as special cases, [60].

The subset of geometric sequences constructedd\ip), wherep is an odd prime, are of particular interest
as they can be shown to possess an extremely high linear complexiBF@Er Unfortunately, the linear
complexity relative to the source fietd(p) is low, [61], and the periodic autocorrelation coefficients of
these sequences at certain non-zero shifts are unacceptably high, [60].

The general method of generating a geometric sequence is to apply a non-linear feedforward function to the
output of a maximal period linear feedback shift register. This is a relatively simple task in practice, [60].

6.4.4.7 GMW sequences

GMW (Gordon-Mills-Welch) sequences have the same periodic autocorrelation function as m-sequences of
the same length. Their crosscorrelation functions comprise three relatively low values. However, the linear
complexity of GMW sequences, although significantly higher than that of m-sequences/Gold codes/small set
Kasami Codes of the same length, is not considered to be sufficient for secure communications, [60].

6.4.4.8 Cascaded GMW sequences

Cascaded GMW sequences share many of the desirable properties of both the geometric sequences and the
GMW sequences. By analogy to GMW sequences, cascaded GMW sequences have the same periodic
autocorrelation function as m-sequences of the same length and their crosscorrelation functions comprise
three relatively low values. The linear complexity of cascaded GMW sequences increases exponentially with
the number of steps in the cascade, [60].

As far as we understand the concept of cascaded GMW sequences, the ‘cascade’ refers to a ‘tower’ of
GMW-type functions in the non-linear feedforward function (refer to the section on geometric sequences for
an explanation of the relevance of the feedforward function).

6.4.4.9 Blum sequences

In contrast to the majority of sequences considered so far, Blum sequences are based upon arithmetic over
finite rings rather than finite fields. The basis of Blum sequences is therefore the same as that of some
public-key ciphers and hence, if carefully designed, Blum sequences may offer inherent cryptographic
security, [62], [63], [64].

The Blum oné mod ngenerator is fundamentally different from the FSR generators which are employed to
implement the majority of sequences considered so far, [62], [63], [64]. The generator uses armodulus
which is a strong Blum integer (i.e. the product of two strong primes each congruemidd)3and a seed

valueX,. The seed is successively squared! nand the binary equivalent of the result forms the logyh

bits of the Blum sequence. Such a sequence has been shown to exhibit a very high degree of randomness -
approaching that of the Vernam one- time pad, [62], [63].

Blum sequences also offer other potential advantages over sequences constructed over finite fields for use in
CDMA systems, [64]:

» A large number of Blum sequences of a given length and with desirable correlation properties may be
available due to the fact that a finite ring is less structured than a finite field.

» Operations in a finite ring are simpler than those in a finite field due to the Chinese Remainder
Theorem.
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Despite these advantages, certain characteristics of Blum sequences need to be investigated to evaluate their
feasibility for use in OMA systems, [64]:

» Their autocorrelation and crosscorrelation properties.

» The ability to achieve rapid synchronisation between transmitter egeiver. This may not be a
significant problem if the philosophy behind the Qualcomm CDMA system is adopted i.e. to synchronise
to a relatively short (insecure) pilot PN code to which the relatively long secure spreading code has a
secret phase relationship known only to the transmitteresmedver.

» The ease with which suitable values of the modulkusd the seex} can be determined.

6.4.4.10 Other sequences

Other families of sequences which might be considered are the polyphase sequences, Kerdock codes and
Preparata codes.
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6.5 Security versus correlation properties of spreading
sequences for CDMA

6.5.1 Introduction

Part of the text in subsections 6.513d 6.5.sas been published, [65], under the auspices of the 3GS3
project.

This subsection begins with an examinatiortlof types ofcorrelation functions which influence the
performance of asynchronoumde division multiple access (CDMA) systemse. those CDMA
systems inwhich the bitand chip transitions of thearious channelsre not guaranteed to be time
aligned (synchronised) with each other at an arbitrary receiver. types ofcorrelation function
which influence the performance synchronous CDMA systenmere asubset of these. Correlation
functions are so vital ICDMA systems because, corredihterpretedthey yield anindication of the
level of co-channel interference which is likely to be experienced between utgsydtemandalso
of the likelihood of false synchronisation.

It will be seen that, because of certain inherent aspects of asynchronous CDMA systems, it is generally
very difficult to mathematically analysene correlation properties of spreadicmdes in a wayvhich
accurately reflectshe level of co-channel interference which exifistween usersinder realistic
operating conditionssimulation must instead Employed. We simply analyspreadingcodes in

terms of the basic correlation functions.

Codes such as Gold codes and small set Kasami codes which are often employed as spdezdimg
asynchronous CDMA systems have desir@oleelation properties bubw linear complexity. Thus,

it is a relatively simplenatter to determine theomplete spreadingode from arexamination obnly

a relatively small contiguous part (certainly significantly less than the period) of any such code.

In contrast, cryptographically securedes,althoughobviouslygenerated deterministically, exhibit a
nearperfect randomness property timat, given a contiguous section tife sequence which ikss
thanits period, it is almost infeasible to predibe next bit in thesequence. Ithe limit, then, the
correlation functions of thessodesmust approach those of puralgndomsequences ahe same
‘period’.

A major part of thissubsection is therefore devotedcmmparing the correlation functions pfirely
randomsequences with those tyfpes ofdeterministic sequences whielne commonly employed in
asynchronous CDMA systemsThe aim is to determine whethercampromise may beequired
betweenthe security and correlation (interference) properties of spreadoagles for asynchronous
CDMA systems or whether the best spreading code is stfmatyvhich exhibits the highestegree of
randomness.

6.5.2 Types of correlation function

6.5.2.1 True correlation functions

In general, severaypes ofcorrelation function influence the performance of asynchromods
division multiple access (CDMA) systems, [66,67]. These differymtes will be explained in
connection with the cross-correlation which existéween two sequencés} and{b,} of lengthn
chips(k=0,1,2,...,n-1) Analogous definitions fothe autocorrelation of a singé&equence follow by

assigninday} = {by}.

Of particular interest are theven (or periodi and odd cross-correlation functions. The former
represents the cross-correlation function oftthe sequencesonsidered irtheir entirety if both are
unmodulated by data. The latter represents the cross-correlation function tfotre=quences
considered irtheir entirety if one is modulated by a ...1010... bit stream (with each dakeibi
replaced by theomplete sequence ofchips)and the other isnmodulated by data. Theteo types
of cross-correlation function correspond to the extremes of those widghbe encountered in
practice in which, at th&€DMA receiver, a received sequence modulated by unkndata is
correlated with docally generated version ahothersequence which is unmodulated (assuntiveg
each bit of data is replaced by the complete sequerncelops).
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Both theevenandodd cross-correlation functiorsse examples of circular correlation functions i.e.
the sequenceareassumed to repeat continuously ¥asuld bethe case in a CDMA system). Hence
the correlatiorvalue for aparticular relativedelay t betweenthe two sequences isvaluated as the
summation of the bitwise products over a series of n contiguous(elflipgt and chipvalues assumed
to belong to {+1,-1}).

It is also useful to introducagnothertype ofcross-correlation function, theperiodic cross-correlation
function. This is not a circular correlation function ianly oneinstance of each sequence is
considered. Henctne correlatiorvalue for aparticular relativedelayt betweenthe two sequences
only considerghe ‘overlap’betweernthem and isvaluated as the summation of thiwise products
over a series afi-t contiguous chipgall bit and chipvalues assumed to belong to {+1,-1}). As with
theeven (or periodic) cross-correlation functitime effect ofdata modulation is not considered in the
definition of the aperiodic cross-correlation function. The aperiodic cross-correlation function is the
basic cross-correlation measure for asynchronous CBitems because ¢an beshown [68]that
the performance of suctystemg(in terms of theaverage S/N ratio at the output of a conventional
matched filter receiver) depends exclusively on the aperiodic and ne¥eheor odd cross-correlation
functions.

The following illustrations should clarifghe definitions of theeven (or periodic), oddnd aperiodic
cross-correlation functions. Notkat weassume binary sequences with values belonging to {+1,-1}
throughout for simplicity. A generalised discussion applicable to complex valued seqoandas
found in [66] and [67].
The Even (or Periodic) Cross-Correlation Funct®y,(T ):
Relative delay = a.b 0{+1-23

n-t-1 n-1

ea,b(T) = Z aibict Z aj bj-n+T
=0

j=n-t
The Odd Cross-Correlation Functiérgyb(T) ;

Relative delay = a.b 0{+1-23

n-t-1

n-1
éa,b(T) = Z aibir- Z aj bj-n+e
=0

j=n-t

The Aperiodic Cross-Correlation Functi@ (T1):
Relative delay = a.b 0{+1-23

n-t-1

Ca,b(T) = Z ai b+r

i=0

The evenand odd cross-correlation functions may clearly both be definekrims of the aperiodic
cross-correlation function [66,67]. Specifically:

ea,b(T ) = Ca,b(T )+ Ca,b(T - n)
and

éa,b(T ) = Ca,b(T )_Ca,b(T - n)
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6.5.2.2 Partial correlation functions

The even and odd correlation functions described in subsection 6.518ay be employed to
characterise the performance oC®MA system inwhich each bit of data in an arbitrary channel
modulates (selectivelinverts) the sameequence of chips, i.e. in which the entire spreadicgde
replaces each bit of data, either in straight or inverted form.

Unfortunately, most asynchronous CDMA systems do not work on this principle. The entire spreading
codetends to be spreadver several (possibljhousands) of data bitsHowever, atthe receiver,
decisions are still made orb#-by-bit basis. Henceéhe emphasiswitches to correlation functions of
sub-sequences oiie spreadingodes,i.e. partial correlation functionslf, for spreadingcodes of
periodn chips, onlyn, chips are employed to spread each bit of datm partial correlatiofunctions

need to be evaluated for subsequencetemfth n, chips. Clearly, both eveand odd partial
correlation functions must still be considered in order to take account effélceofdata modulation.
Considertwo spreadingcodes{ay} and {b} of length n chips k=0,1,2,...,n-1 which comprise
subsequences of lengthchips thus:

{ad = {adfazall-}

where || denotes concatenation of sequences, and

{b} = { bp}kb2gl--}

wherep may take values 0,1,2,n,;1.
Even and odd partial cross-correlation functions are defined as follows:

Even (or Periodic) Partial Cross-Correlation Functifg ,, (T):

Relative delay = ap» b, o 0{+1-2%

npT-1

npl
(= Z &bt 2 8B
i= =npT

Odd Partial Cross-Correlation Functi(@al b (T):

Relative delay = ap» b, o 0{+1-2%

np-T-1 np-1

éa'*h“(-[) = Z a, bm,i+r - Z a,j bm+1,j-nb+T
i=0

j: Np-T

Becausdhe number oSubsequences t#ngthn, chips which make up each spreadaagle oflength
n chips will in general be relatively large, the number of partial correlation functions which need to be
evaluated can be extremely large.

6.5.2.3 Other correlation functions

Thus far, we havenly considered correlation functiopgrtaining totwo sequences. However, at a
conventional CDMA receiverthe signals corresponding to &DMA channels will be correlated

with a locally generated version dghe spreadingcode ofthe wanted channel. This is another
complication in the analysis of the performance&€BMA systemsalthough we shall not consider it
further.
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6.5.3 Correlation functions of purely random sequences

Consider two sequencés} and{b,} of lengthn chips k=0,1,2,...,n-) which are generatqulrely at

random so thaeach chip of eackequence is independenttbe other ii-1) chips in thesequence.

Now, suppose that such sequences are employed as spreading codes in a CDMA system. This requires
that each sequence is repeated indefinitely.

Clearly, a binary sequence leingthn chips generated purely eandom carassume any one &'
configurations. This implieghat, when working with such sequences, each correlatamfficient
pertaining to a particular type of correlation function has a distribution of possible values rather than a
single value.

From a security perspective, it is clearly optimtihat P(0)=P(1)=1/2 holds for the spreading
sequence sindien theprobability ofgenerating any one of tt#8 possible configurations is equal to
that of generatingny of the others (i.e. we have maximum entropy). félHewing discussion and
analysis is specific tahis case. Weshall highlightthose facts whichare dependent upon the
assumption tha®(0)=P(1)=1/2

The following facts are apparent:

» The distribution of autocorrelatiosind cross-correlation coefficients of puralgndomsequences
of a given ‘period’ are identical.

» The distribution ofevenand odd correlation coefficients of purerandomsequences of a given
‘period’ are identical (but note only f&%{0)=P(1)=1/2).

» Whether the complete spreading sequence replaces each bit of data or iswgreaseral bits of
data is immaterial as far as the distribution of correlation coefficients is concerned. The correlation
coefficients are evaluated through consideration of a sequengeltips per data bit.

Now, theeven or odd correlation coefficient foparticular relativedelayt between two sequences of
length n, chips, which we shall calb(t) to be generic, is evaluated as the summatiohitefise
products over a series of nontiguous chipgall chip valuesareassumed to belong to {+1,-1}). A
"+1" occurs wherehe two original bitswerethe sameand a"-1" where they were different. Hence,
the value ofp(t) reduces taghe number of agreememgt) minus the number of disagreemebi(g)
for this value oft. Thus:

p(T) = A(T)-D(t) = A(T)-(no- A(T)) = 2A(T )-ns

Now, the bitwise product otwo sequences déngthn,, each of which is generated purelyrabdom
with each bit suchthat P(0)=P(1)=1/2, is anothemurely randomsequence ofhe same lengtalso
with the propertythat P(0)=P(1)=1/2 Hence,the number of agreementgt) follows a binomial

probability distribution:
1
AT) ~ BQ% ’Eﬁ'

The two most important moments foft) are thus given as
E{p(1)} = 2E{A(T)}-n, = 2(n,/2)-n, = 0
and

Var{p(t)} = 2?Var{A(1)} = 4(n,/4) = n.
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For n, = 10, the distribution oA(t) andhencep(t) can be approximated by a normal distribution.
Hence, in such cases:

P(T) ~ N(Ony).

Unfortunately, successiveorrelation coefficients(i.e. p(t) for different values oft) are not
independent of each othand thiscomplicates any analysis tife extent of co-channel interference
which may be suffered by users of a hypothetical CDMA systemhith the spreadingodes are
purely random sequences.

6.5.4 Comparison of cross-correlation properties

6.5.4.1 Introduction

In this subsection, weshall be principally concerned with comparing the cross-correlation properties
of purelyrandomsequences with those of Galddesthe latter being a class of determinigiseudo-
random sequences often employed as spreading codes in asynchronous CDMA systems [67].

Traditionally, the cross-correlation propertiescoflefamilies for asynchronous CDMA systems have
been assessed purely the basis ofthe maximumabsolute even (periodic) cross-correlatimiween
any two members ofthe family. There are several reasonsvhy this approach is noeéntirely
satisfactory:

. Even and odd cross-correlation values occur with approximately efregjuency in an
asynchronous CDMA receiver, and therefore both types should be considered.

. Becausdhe entirecode may bepread over severdhta bits, partiatather tharnrue cross-
correlation products may be more important.

. Maximum absolute cross-correlation valuee related tavorst case system performance,
whereas it may be mormeeaningful to considesome averaged cross-correlation value which
will be indicative of average system performance.

. The average performance of asynchron@BMA systems depends exclusively on the
aperiodic and not the even cross-correlation function [68].

For simplicity, we take th&llowing approach. It is assumed, unrealisticalhgteach bit of data is
replaced by a complete Gotwbderather than the latteleing spread across several bitsdata.
Furthermore, thesffects ofdata modulation will not be considered withspect tothe correlation
properties of Goldcodes (with reference to subsection 6.5.8e effect of data modulation is
immaterial with respect to the correlation properties of purely random sequences).

Thus, we shall be considerirgxplicitly only true (asopposed topartial) even (periodic) cross-
correlation functions. While this is severerestriction, we can still address tt@rd bullet point
raised above. Specifically, comparisons will be made on the basis of:

» the mean square periodic cross-correlation coefficient value, and
» the probability that a given absolute periodic cross-correlation threshold is exceeded.

The former methodgrovides a useful summary tfe relative merits (witltrespect to correlation
properties) of théwo sequencesThe latter is moreomplicated but also more useful as co-channel
interference camisually be tolerated to @ertain extent within £DMA system; only when a given
threshold level is exceeded will significant problems start to occur.

6.5.4.2 Comparisons based upon mean square correlation values

6.5.4.2.1 Introduction

As discussed in subsection 6.5.4He mean square cross-correlation pertaining to a particoti
family affords an indication of the average performance of an asynchronous CDMA system employing
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this particular code family as a set of spreading codes. For two arbitrary sequandesf lengthn
chips belonging to a code fami{of sizeK, there are two meaningful ways to define the mean square
cross-correlation value:

. By averaging over all relative phases for a single pair of sequences chosen from the family:

1 n-1
P == 3 P2,(0)
=0

. By averagingover all relative phasefor each possiblpair of sequences chosen from the
family:

pi(r)_nK(K pA ; Zpab( )_ma; p Pi,b(T)

bza

Notethat wehave employe@(t) as a generic (i.even or odd) cross-correlation functi@though it

can be argued that more general definitions apply in the case of the meanesiguenass-correlation
value because we have sdhat in thiscasep(t) depends upon thegrecise window oh contiguous

chips upon which the averaging is performed.

Considering the former definition, it can l#hown [66,67]that the meansquareeven cross-
correlation is related to thevenautocorrelation functions of thevo individual sequences (assuming
these to be binary sequences with values belonging to {+1,-1}) by the expression:

07,(0)= 3 82(1) =+ 30,00, (1)

This expression can hased to set up lowexndupper bounds othe value ofthe mean squareven
cross-correlation as illustrated in [66,67].

It should be cleathat the meaisquare cross-correlation value correspondintpeécformer definition
will depend upon the particulgair of sequences chosen for at least some familieoaés (notably
purely randomsequences). Howevehis is notalwaysthe case. For instancir any arbitrarym-
sequencea andb, 8,,(0) =08, 40) =n, andB, (1) = By (1) = -1, for 1< 1 < n-1. Thus, withreference
to the previous equation, the value of

i,b (t)

is the same irrespective of which twesequences of lengthchips are chosen, and we have the result
that:

n+n-1

ei,b(-[) :Tzezx(T)-

Clearly then, as far agrsequenceare concerned, thevo definitions discussedbove always yield
identical results for the mean-square even cross-correlation value.

However, inorder to compare the mean square cross-correlati@olofand randontodes, we will
employ the latter definition and average over all sequences in the code family.
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6.5.4.2.2 A comparison between Gold and random codes

The set ofGold codes obrderm have lengtm=2"-1 chips, [67],and,for anytwo such codeshere
exists a three valued periodic cross-correlation fundi¢m).

Form odd, it can be shown that:

Dz(m+l)/2 -1 QS%
_u %
0(t)=0g -1 for 0% of all code phases

%2(m+l)/2 -1 BZS%

Thus, the mean square periodic cross-correlation coefficient value is given by:

0%(1) = 0.25(2™¥"2-1)’+0.50 +0.25(2™¥2- 1)’
X
= 2™"+1 = n+2

Form even andrnz0 mod 4, it can be shown that:

O2(m2/2 _ 1 [12.5%

()= E -1 for E?S% of all code phases
Homarz g H25%

Thus, the mean square periodic cross-correlation coefficient value is given by:

8% (1) = 0.125(™2"2-1)Y+0.750+0.125(2™2'2-1y
= 2™1 =n+2
which is the same as farodd, and is in fact equal the numbeK of Gold Codes ofengthn = 2™-1
chips.

Now, the mean square periodic cross-correlatgmefficient value for apair of purely random
sequences déngthn chips is simplythe variance of the generic cross-correlation fungbi@h (since
E{p(1)}=0) and is given by:

B%(t) = n.

Hence,the mean square periodic cross-correlatorfficient value for gair of Gold sequences of
lengthn (n large) is the same &satfor a pair of purelyrandomsequences dhe same length. With
reference to a previous equation, it is agparent thatfor large n, this value also applies tor
sequences.

It is important to stresthat this result habeen obtained bgffectively averagingover all relative
phases for all possible pairs of sequenaitengthn = 2™-1 chips in a given family.

6.5.4.2.3 Other results

In [69], a different approacivas adopted tthatoutlined in subsection 6.5.4.2.2. Mean squa0ss-
correlation values (both odand even) were obtained bgveraging over all relative phases for a
single randomly chosen pair of sequenoés given lengtHirom each family. Gold, Kasami (both
small and largeset)andm-sequences were employedtis investigation. Th#llowing conclusions
were drawn:

» There is very little variation between calculated mean square even and odd cross-correlation values
for a givencode family inspite of thefact that the maximunabsolute odd cross-correlation value
is usually significantly larger than the maximum absolute even cross-correlation value.
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» There isvery little variation between calculatechean square cross-correlatigalues (whether
even or oddpertaining to differentodefamilies in spite of théact that the maximunmabsolute
cross-correlation values for the different families differ considerably.

These conclusions suppamdextend theobservations ofhe preceding discussion. Furthermore, the
observedrelative invariance of mean square cross-correlation tacdde family chosemppears to
extend to families of non-linear codes.

In [70], mean square aperiodic cross-correlation parameters are investigated. An interesting result is
that while the mean square aperiodic cross-correlatialues for Goldand randomcodes are
identical, those for m-sequences are found to be considerably better.

6.5.4.3 Comparisons based upon the probability of exceeding an absolute
correlation threshold

6.5.4.3.1 Introduction

We have seen in subsection 6.5.that the mearsquare even (periodic) cross-correlation faode
lengthn is approximately equal to for any arbitrarycode family(or at least a set @odeswith each
member possessing a desirable (expected) autocorrelation functiat)ciidespertaining to the
family are considered in the averagingocess. This invariancebetween coddamilies is also
apparent in the mean squamd cross-correlatiomlthough, as a rule-of-thumb, the mean square odd
cross-correlation will be slightly largéhen the mean squaeven cross-correlation. These results
can be taken tamply that theaverage performance of an asynchronous CDMA system is almost
independent of the code family chosen.

However,such a conclusionan be misleadingecause, in practice, it i®t theprecise magnitude of
the cross-correlation function which is important, but whethisr magnitudeexceeds a predefined
threshold level. To clarifithis argument, therobability of error P for individual bits on any
individual traffic channel in aasynchronous CDMA systewhich is interference (rathéhannoise)
limited can be written conceptually as:

R =P8 [@)> x.(A)
in which:
* Arepresents the instantaneous number of active users in the system.
* X is some strictly monotonically decreasing positive functioA.of

In general, the form of the functiogQ will depend upon theode family employed. However.vary
simpleandpessimistic analysis can performed which is naspecific to anyparticularcode family.
Specifically, if there areA active usersthen there areAtl) interferers to any individual traffic
channel. If each of the\{1) interfering transmissions correlates with the wanted transmission to the
same extent and in the same sense, we have that:

n

Xe:A—l

since the in-phase autocorrelation has magnituddence, the previous equation reduces to:

P.=P(6 @) n/(A-1)).

6.5.4.3.2 A Comparison Between Gold and random Codes

Figure 1 compares probability distribution functionstfoeeven (periodic) cross-correlation functions
of Gold and purely random codes.
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Figure :Probability Distribution Functions for the Even Cross-Correlation Functions of Gold and Purely
Random Codes

While purely random codes can have any arbitrary length, Gold codes are constrained to have a length
n of the formn = 2™-1 andhence the comparisons illustrated in Figure 1 must also be constrained to
the same values of Two distinct comparisons are made:

. One form = m, even withm, such thatm. # 0 mod 4.

. One form = my odd withm, such thatng =me + 1.
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In these comparisons, we assuthat n is relativelylarge. Then thexact even cross-correlation
levels for Gold codesan beexpressed approximately in termsroés illustrated in Figure 1Note
that the threevalues whichare possible forthe even cross-correlation of Gold codm® exactly the
same in both comparisons.

We saw in subsectioB.5.3 that thesven cross-correlation function for pureBhdomcodesis, for n
large, distributed according to:

0(t) ~ N(O,n).

Hence the probability distribution function fothe even cross-correlation function of puregndom
codes is given by:

PO(T) <X =o(%)

in which @ is theprobability distribution function of aandom variable distributed according to the
standard normal distribution. Thus, them of the probability distribution functions for purely
random codes are as illustrated in Figure 1.

From Figure 1, it is clear that for:
. 1.1Vn <x < 2V/n in the case aheven andn# 0 mod 4,
. 0.6Vn <x <V(2n) in the case ai odd,

purely random codes perform better than Gold codes in that the quR{{ti{ty|>x) is lower for purely
random codes.

With respect tathe discussion ofubsection 6.5.4.3.1his impliesthat purely randomcodes will
perform better on averaghan Gold codes forintermediate loading of an asynchroncQBMA
system, but worse for relativelgw or high loading. However, inthe case of relatively lowoading,
the system will probably be noisether thaninterference limited so Goldodesare only likely to
perform better than purely random codes indhee of relativelyigh loading. These conclusions are
likely to be reinforced when we consider odd in addition to even cross-correlation functibesods
cross-correlation functions of Gold coda® significantly inferior to the correspondiegen cross-
correlation functions; for purelyjandomcodes,the two types ofcorrelation function are distributed
identically as discussed in Section 6.5.3.
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7. Key management for end-to-end security

7.1 Introduction

In this section we consider techniques for distributing keys for end-to-end security features.

In subsection 7.2 we propose a novel solution to the problem of providing trusted third party based key
managemenfor end-to-end encryption, in aay that meets legal requirements for warranted
interception.

The ideas insubsection 7.2re developedfurther in subsection 7.3, where we considbe use of
multiple trustedhird parties taachievethe samenbjectives ashe protocol of 7.2, but where users do
not need to trust any individual TTP to behave in a completely trustworthy way.

Subsection 7.4 gives a survey of research in the area of secret key agresnteptiblic information.
This is atopic on which several important research papers have appeatied liasttwo or three
years, and, although the ideas appear to be difficult to implethegtcould have profouneffects on
the design of mobile telecommunications systems security if they can be made practicable.

Finally, in subsection 7.5, we consider a variationttoen theme oBubsection 7.4this time based
upon the complexity of storing large amounts of information.
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7.2 Trusted third party based key management

The text in thissection is based athree papers, [71,72,73], prepaffed publication agpart of the
3GS3 project.

In this subsection we propose a novel solutiothéproblem of providing trustethird party services,
such as the management of cryptograpdeigsfor end-to-end encryption, in&ay that meets legal
requirements fowarranted interceptionAlso includedare adiscussion of whamight constitute a
reasonable set of requirements faternational provision of suclservices, an analysis of the
cryptographic properties of the scheme, consideratiohowf it might operate in practiceand a
generalisation of thecheme to provide for ‘spléscrow’,.i.e. allowing a user to distribute truster
several TTPs.

7.2.1 Introduction

There hasbeenmuch recent discussion on the questiorhoWw to meet userstequirements for
security services, such as confidentialapd authenticationwhilst at the same time meeting
legitimate requirements of government agenciesafaress to communications;sarvey ofrecent
work can befound in an article bypenning and Branstadiy4]. The discussiomasbeen largely
prompted by the US government’s Clipper proposals [75)yedsasthe increasingise of electronic
means fortransferringcommercially sensitivalata. On theone hand, users want thebility to
communicate securelyith other users, wherevéney may beand on the other handpvernments
have requirements to intercept traffic in order to combat caintprotect nationasecurity. Clearly,
for any scheme to be acceptable on a wide basis, it must ptbeigervicethatusers want, awell as
meeting the legal requirements in the territories it serves.

To create a platforrthat can baised to provide user services, it is anticipateat solutions will be
based onthe use of trustedthird parties (TTPs) from which usersan obtain thenecessary
cryptographickeys with which to encryptheir data or makeise of other security services. Law
enforcement agencies’ requirements willfbeused orthe need to obtain the relevatysfrom a
TTP within their jurisdiction, sehatthey candecrypt precisely those communicatidhat they are
authorised to intercept.

In this subsection we propose a nowetchanism thawill enable TTPs to perform the dual roéle of
providing users withkey managementservicesand providing law enforcement agencies with
warrantedaccess to garticular user’s communications. Unlike other proposals, the mechanism
allows users to updatiheir keys according to theirown internal security policies. Moreover, it
provides a framework for Diffie-Hellman key establishment which obviates the need for directories.

After briefly considering possible attacks tre mechanism, we ligypical application requirements
for such a schemand consider how welthe proposed mechanism meets these requirements. It is
important to noteahat thescheme describeldere hadeen designed to establikysfor providing
end-to-end confidentiality serviceand notfor integrity, origin authentication or non-repudiation
services;the appropriateness of the mechanifemproviding these services ismatterfor further
study. We conclude by considering possilriants of thebasic methodjncluding a scheme
allowing ‘split escrow’,andalso howother proposed schemes faing TTPs in thisvay relate to the
described method.

7.2.2 The Mechanism

The proposed mechanism is based upon the Diffie-Hellman algorithm for key exchange [98]. In order
to simplify our description, we considdre mechanisnonly in relation toone-waycommunication
(such as e-mail). The adaptation of the scheme for two-way communication is very straightforward.

More specifically we presetihe mechanism in the context opair of usersA andB, whereA wishes

to sendB a confidential messagend needs to be provided with a sesskay to protectit. We
supposehat A and B have associated TTH& and TB respectively, wher@ A and TB are distinct.
Notethat, since thisscheme is intended to provide warranéagess to user communications via the
TTPs, we assumghateach TTP is locatedithin the jurisdiction ofsomeintercepting authority, and
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thateach TTP operatesubject tothe regulations ofhat authority (typically onemight expect such
TTPs to operate within the terms of some kind of licence).

7.2.2.1 Initial requirements

Prior to use ofthe mechanismTA and TB need to agree a number of parametars] exchange
certain information.

Everypair of TTPswhose users wish to communicate secunelyst agredetweerthemvaluesg
andp. These values may be different for egetir of communicating TTPsind musthave the
usual properties required for operationtloé Diffie -Hellman key exchange mechanism, namely
that g must be a primitive elememhodulo p, where p is a large integer (satisfying certain
properties). These values will need to be passed to any client uSedsanfl TB who wish to
communicate securely with a client of the other TTP.

Everypair of TTPswhose users wish to communicate secumelist agree on these of adigital
signature algorithm.They must also eaothoosetheir own signaturekey/verificationkey pai,
and exchange verification keys in a reliable way. Any @seishing to receive a message from a
userA, with associated TTFA, must be equipped with a trustedpy of TAs verification key
(typically this would be provided by their own TTB, perhaps by means of a signed certificate).

Everypair of TTPswhose users wish to communicate secunelist agree a secret k&yTA,TB)

and abDiffie-Hellmankey generating functiorf. This function f shall take as input the shared
secretkey and the name dfiny userand generate fothat user a private integdr satisfying

1 < b < p-1(which will be a ‘private receivi&ey’ assigned tahat user—see immediatelyelow).
The secretkey K(TA,TB) might itself be generated by a higher-level Diffie-Hellman exchange
between the TTPs, or by any other bilaterally agreed method.

GiventhatB is to be provided withhe means toeceive a secure message frAnprior touse of the
mechanismA and B need to be provided with certain cryptographic parametetfidiy respective
TTPs.

Using the functiorf, the secret keyK(TATB) and the name dB, both TA and TB generate the
private integeib satisfyingl < b < p-1 (as describedbove) This key isknown asB’s private
receive key The correspondingublic receive keyor B is set equal t@® mod p. The private
receivekey b for B needs to be securelyansferred fromTB to B (like the other transfers
discussechere, this can bperformed‘off-line’). Note that B will be able to derive itpublic
receivekey from b simply by computing®® modp. Note alsathat thiskey can beused byB to

receive secure messages from any user associate@Ayittowever, a differeritey pair will need

to be generated if secure messages need to be received from users associated with another TTP.

A must be equipped with send keypair, for use when sending confidential messages to users
associated with TTHB (in fact this key pair could be used with many, perhagl§ other TTPs,

as long as theghare thevaluesg andp). A's TTP randomly generatespaivate send kefor A,
denoteca (wherel < a < p-1). A’s public send kejs thenset equal t@® modp. TA then signs

a copy ofA’s public send key concatenated with the nam& e$ing its private signature key; this
yields a certificate foA's public sendkey. The signed certificate ithen passed td\, together
with a copy of A’s private sendkey a (this must be done usingsacurechannelbetweenA and

the TTP).

In fact, in principle at least\ could generat¢he private sentétey a him/herself, and theonly
pass itgublic sendkey to TA (by some reliablaneans whicldoesnot need to presensecrecy).
TA would then sign acopy of A's public sendkey concatenated with the name Afto yield a
certificate forA’s public send key, which would then be passed baék tdhekey escrow system
would still work eventhoughA’'s TTP might notknow A’'s private senckey. However, as we
discuss in more detdielow,the key escrow systeworks in a more flexiblevay if A's TTP has
access td\'s private sendkey, while giving the TTP the private sekdy of A doesnot give the
TTP access to any more encrypted messages than if the TTP did not have access to this key.
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- A must also be equipped withcapy ofB’s public receive key.B’s private receiveékey b can be
computed byl'A usingf, the name oB, and thekey K(TATB). TA can thercomputeB’s public
receive key ag’, which can then be transferred in a reliable way fighio A.

7.2.2.2 The mechanism itself
As we have seen, prior to use of the mechamspgssesses the following information:

«  A's own private send keg,

. acertificate forA’s own public send keyg{ modp), signed byA's TTPTA;
. the public receive keyf modp) for userB, and;

« the parameterg andp.

This information can beemployed togenerate a sharelley g® mod p for protecting the
confidentiality of a message to be sent frénto B. Thiskey can beused as a session ke&y, even
better, as a key-encryption key (KEK). The KEK would then be used to encrypt a suitableksgssion
This latter approach has a number of advantages. For example:

- it would facilitatethe sending of email to multiple recipients, sincerttessagean beencrypted
once under a random session key, and this session kélyezabedistributed to each recipient by
encrypting it using the KEK, and

. it allows the use of a new key for each message.
UserAthen sends the following information to uger

. themessage encrypted usittte sessiorkey (eitherg®® modp or a keyencrypted using™ mod
P),

- A’s public send keyd® modp) signed byTA, and
. the public receive keyf modp) for userB

Once receivedhe public receivekey g° modp allows user B to findts corresponding privateceive
key b (there will be a differenteceivekey for eachTTP with whose user8 communicates).User B
can then generate the (secret) sessiorgRayodp by raisingA’s public receive keyg® modp) to the
power ofB’s own private receive kdy, and thus can decrypt the received message.

A diagrammatic representation of the scheme is given in Figure 2.

TA B

A’s private send key B's private feceive key
B's public eceive key

A B

Encrypted message + A’s public send

key + B's public receive key

Figure 2: Use of the TTP scheme for one-way encrypted communication
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7.2.2.3 Warranted interception

Should there be a warrafar legal interception afhis communication, an intercepting authority can
retrieve either the private seidy ofthe ‘sending user’ or the privateceivekey of the ‘receiving

user’ from the trustethird party within its jurisdictionandusethis in conjunction with thepublic
receive key of the ‘receiving user’ or the public send key of the ‘sending user’, respectively, to find the
session key for the encryption. There is no requiremerthéointercepting authority to deal with any
TTPs outside of its jurisdiction, or for any TTPs outside of its jurisdiction to know what is going on.

More specifically, suppose usar(served byTTP TA) has sent anessage to us@& (served by TTP
TB). There ardéwo cases t@onsider, namely depending on whetfhéror TB is required to provide
access to the encrypted message.

First suppos&A is required to provide accessthos message. Them@etwo ways inwhich TA could
recover the shared kef® modp, namely it can combine either:

. B's private receivékey b (generated fronK(TA,TB) and the name d8 using thekey generating
functionf), with

- A’s public send keyd® modp), sent with the message,
or

«  A’s private send keg, with

- B’s public receive keyd® modp), sent with the message.

Second suppose thaB is required to provide accessttis message.Then,becausd B will not have
access t\'s private sendkey, there isonly oneway in which TB could recovethe sharedey g™
modp, namely by combining

. B's private receivékey b (generated fronK(TA,TB) and the name d8 using thekey generating
functionf), and

«  A's public send keyd modp), sent with the message.

When presented with the appropriate authorising information (e.g. a warrant), theherano
possiblewaysfor the TTP tousethis information toprovide warranteciccess to communications.

The TTP could pass the appropriate keys to the intercepting authority, and then take no further part in
the interception process, or the TTP could usestsowed key(s) tdecipher messages presented to it

by the intercepting authority, without revealing the keys themselves.

In order to assess the relative merits of these different approaches to providing warranted interception,
we first need to consider four possible situations (whigeefirsttwo correspond to what seem to be
the most likely scenarios). We use notation corresponding to our discussion immediately above.

1. TTPTAIs warranted to providaccess t@ll outgoing communications from a us&ifor which it
acts.

2. TTPTB is warranted to providaccess tall incomingcommunications to a us& for which it
acts,

3. TTPTA s warranted to providaccess tall incomingcommunications (from users for which it
acts) to a usds for which it doeshot act,

4. TTPTBis warranted to providaccess tall outgoing communications (to users for which it acts)
from a useiA for which it doeshot act,

We first suppose that the TTP is required to provide keys to the intercepting authority. In case (1) it is
sufficient forTA to providethe private senétey(s) forA, anddivulging thesekeys tothe intercepting
authority will not reveal informatiombout any trafficnot being sent by the usepvered by the
warrant. Note that, if TA did notpossesghe private sendtey for A, then itwould bemuch more
difficult for TA to provide warrantedccess tall A's messagesit would be necessary farTP to
supplythe sessiorkey for each individual recipient). In ca$®), TB cansupplyB’'s privatereceive
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keysfor each ofthe other relevant TTPs; asfore,divulging thesekeys tothe intercepting authority
will not reveal any informatiombout any traffimot being sent t®8. In casg(3), TA cansupplyB'’s
private receivekey (which it canwork out),againwithout revealing any information naovered by
the warrant. Case (4) is the most problematic, sifid&will not haveaccess t&\'s private sendkey.

In this case (which isatherless likelythancases (1) or (2)the only thing thatTB can do isprovide
the intercepting authority with theey g mod p foreveryother useB which A sends messages to.
Thus in allbut one, relatively unlikely, casthe TTP carvery easily provide exactlthe key which
will enable the intercepting authority ¢min access tahe identified user's communications, without
providing access to any communications which the intercepting authority is not entitled to.

The second approach to providing warrangedess,j.e. having the TTP deciphenessages ‘on
demand’,avoids any ofhe problems we have just discussddoweverthe maindisadvantage of this
approach is the increased amount of communication reqob@®eeenthe TTP and the intercepting
authority, and the potential delay in accessing enciphered information.

In the final analysis, the exasmy in which the TTPgrovide warrante@ccess to communications is
a political matter, and may even vary fralomain to domain. Thpurpose othe abovediscussion is
to show what options are available, and consider their technical advantages and disadvantages.

7.2.2.4 Properties of the mechanism
We next observe a few significant properties of the proposed mechanism.

- First notethat auser can arrang®r his/hersend keypair to be changed at any time. A user
simply requestsis/her TTP to generaterew key pair for him/herself, which ighenpassed by
the TTP to the user (along with a signed certificate).

- No directories are required to make gystem work. An entityvishing to send a messaggly
needs to obtain theublic receivekey for the intended recipient froiis/herown TTP, who can
generate this information merely from the name of the recipietitheidentity of the recipient’s
TTP. A recipient of an enciphered message will, given the information containednedbage,
possesall the datanecessary to obtaithe session keywithout further reference to arthird
parties.

- Whilst, given the descriptioabove, receiv&ey pairs are apparentfyxed, by including theyear
(or monthandyear)within the scope ofthe key generating functiori, all receivekey pairs can
automatically be updated at regular intervals. di¢euss an option dhis type inmore detail in
subsection 7.2.4 ielow.

7.2.2.5 Possible methods of attack

We concludethis discussion of the mechanism by considering what approaoigs beused to
attack the scheme. Firsbservethat thescheme is based ame Diffie-Hellman key exchange
scheme, whichhaswithstood detailed scrutiny over a periodtiohe. Theonly means of attack on
Diffie-Hellman of relevance hereould appear to be the Burmester attack, [76], which we now
discuss.

The basic idea othe Burmester attaciin the context of thescheme presented here) isfakows.

Suppose usek haspublic sendkey g°, anduserB haspublic receivekey g° modp. Then thekey to
be used to protect messages sent ffoto B will be g modp. Nowsupposehat a third userC say,
manages to persuadiethat itspublic sendkey is g* modp (we considerbelow ways inwhich this
might occur). This means that theessiorkey used for encrypting messages sent f@ro B is g*°

mod p. C next claims to have temporarily lost tepy ofthe session keyand asksB to supply a
replacementopy (by some secureneans). B, believingthat C is entitled to acopy of this key
complies, and now has the means to decipher all the traffic sent ffotmB.

As discussed in Burmester’s paper, [76], there are many ways in which such an attacaveatele
even without considering ho®@ manages to persuaethatg® modp is reallyC's public send key
(we return to this latter point in a moment). Fiestdforemost,B should never divulgéhe session
key g®® modp, even ifB believesthat C is really entitled to it (since i€ is really entitled tdt, then
why cannotC recompute it for him/herself?). Second, in a practical implementation users should be
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prevented from directly accessing session keys, thepebyenting them from divulgingecrets
accidentally or deliberately. This is probably a good idea in most practical security systems.

We nowreturn to thekey part of theabovediscussion, namely the means by whi@€hmanages to
persuadeB that A's key isreally C's key (eventhoughC doesnot know the privatekey a). There

would appear to be three maivays inwhich this mightoccur. We consider each thiem, andshow

that in each case either simple measures can prevent such attacks, or that the attack does not apply.

1. The firstpossibility isthat C persuade#&’'s TTP (TA) thatC's public senckey isg® modp, and
getsTAto sign a certificate tthis effect. To avoidhis, a TTP musalways get proothat auser
possesses the private key corresponding to a public key before signing a certificatffexttieat
this public key belongs to the userhis could be done basking the user to utilise the private key
to signsomedata whichcouldthen becheckedusing thepublic key. This is inany case already
accepted as good practice for the operation of a certification service.

2. The second possibility is thats TTP (TA) colludes withC andgenerates a certificate to thfect
that C's public sendckey isg® modp. Whilst thismay be possibleTA alreadyhas the means to
read A's messagesand hence gains nothing by such an attack! Tele point of any key
managemensystem based ofiTPs isthat auser must trust the TT#ey appoint to act otheir
behalf. We are thus entitled to ignore this case.

3. The thirdpossibility isthat C persuades sonmmher TTP TC say)that C's public sendkey is g*
mod p, andgetsTC to sign a certificate tthis effect. Howevethe aboveattack will no longer
work in this case, sinc®'s private receivékeysfor usersC andA will be different, since they are
served by different TTPs. This should be clear by observing that every user’s privatekegéve
computed as a function of key shared by theirespective TTPs. HencalthoughA and C
apparently share send keythe sessionkey for protecting messages sent frénto B will be
different from thesessionkey used for protecting messages sent frénto B, and henceB,
however co-operative he/she might be, cannot reveal any useful informafion to

The aboveanalysis showshat giventhat, beforegenerating a certificate, a TTdways checkshat a
user possesses the privisy corresponding to thpublic key which theyclaim as theiown, then the
Burmester attack does not apply.

7.2.3 A Typical Set of Requirements on a Trusted Third Party Scheme

Clearly, the definitionand agreement of a set of requirements acceptable across a broad set of
countries is largely a political process. However, we can give a set of typical or likely requirements
which to base an analysis of the suitability of the proposed mechanism.

Use of the scheme should provide visible benefits fousee The desigrnand operation of the
scheme means that the TTPs are capable of offér@igservices to users on a commercial basis.
By signing up to a licensed TTP, the user willdid¥e to communicate secureijth everyuser of
everyTTP with whomhis TTP has an agreement. The ugeuld potentially be able tohoose
from a number of TTPs in his home country, thus increasing his trust in the TTP.

The scheme should allow national and international operatifime proposed scheme achieves this by
ensuring that the interceptinauthority can obtain the requirdetys from a TTP within its
jurisdiction.

Details of the scheme should be publithis isachieved fothe proposed scheme bige publication
of papers [71,72,73].

The scheme should be based on well known technigne Oiffie-Hellman certainly qualifies.

All forms of electronic communication should be supportddhe proposed schemean easily be
adapted to include two-way communication such as voice telephony.

The scheme should be compatible with laarsd regulations on interception, as well as tbe use,
exportandsale of cryptographic mechanismghis matter is thsubject offurther study, but no
problems have yet been identified.
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Access must be provided to the subject’s incoming and outgoing communicéisoe,a warrant is
held This isclearly achieved fothe proposed scheme, dise subject'sTTP will be able to
provide the appropriate session keys.

The scheme should support a variety of encryption algorithmsardware and software As the
proposed scheme dealslely with key management, any suitable encryption algorittem be
used, as long as it is available to the recipemd legitimate interceptors. Theestway to
achieve this may be to use a standard list of algorithms, such as the ISO register.

An entity with a warrant should not be able to fabricate false evidefis. is particularlyapplicable
in countries where intercepted communicatiare admissible agvidence in court. The
proposed scheme as it standises not meetthis requirementbut the provision of digital
signatures as an additional service by the TTP will allow it to be met.

Where possible, users should be able to update keys according towmeinternal policies The
proposed scheme allows a user to have new keygairs generated asften as wished. The
receive keyswhich are generated deterministicabiggsed orthe TTPs’ share#tey and theuser’s
identity, are more permanergnd changeonly if the TTPs’ sharedey or the user’s identity
changes. However, as wdave already noted, if there is a requiremfentreceivekeys to be
changed at regular intervals, a date staropld be includedwithin the scope ofthe key
generating functiof. Thiswould havethe advantagthatany private receivkey provided to an
intercepting authorityvould have only dimited period of validity,meaning that the warranted
interception capability could only last for a certain time period before needing to be renewed.

Abuse by either side should be detectable by the .othée believethat this is thecase for the
proposed schemalthoughabuse by collusion betwedine two sides maystill be possible. The
main disincentive to such abuse maythee ‘shrink-wrapped’ provision of treoftware, which we
would expect to be bundled in with, say, an email system or other telecommunications software.

Users should not have to communicai¢h TTPsother than theirown. The only communication
required in the proposed scheme is with the user’'s own TTP.

On-line communication betwed@Ps shoulchot be required The independent generation of the
receive keys inthe proposed scheme meatisat nosuch communication is required for the
proposed scheme.

7.2.4 Two variations on the basic mechanism

The proposed schemean almost certainly beodified in manyways. We brieflypresenttwo such
modifications, and consider their associated advantages and disadvantages.

7.2.4.1 Time bounding of TTP keys

As we have already discussed tlime scheme describeabove auser’s receivekey pair is apparently
fixed, since it is generated as a deterministic function of a skeyethared bywo TTPsand the
name of the receiving user. We now describevesein which thisproblemcan beovercomehough
the use of date-stamps.

- The modified systenrequires theuse of twokey-generating functions and g instead of one
(althoughf andg might be the same function).

«  Whenever useA requestdis/her TTPTA to supply acopy ofthe public receivekey of entity B,
TAfirst compute®’s permanenprivate receive kel usingf with inputs:

1. the identity oB,
2. the secret key shared B andTB,

just as before.TA thenusesg with thetwo inputsb and a currentiate-stamp to generatedays
private receive key foB, which we denote'. TAthen passeR’s public receivekey for today ¢
modp) to A.

« A usesB's public receivekey for today(in conjunction withA’s private sendey) to compute a
sessiorkey g™ which is used to encrypbhe message t®8. A also sends eopy oftoday’s public
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receivekey with the encrypted message, along witie current date-stampldeally TA should
bind the date-stamp ®'s public receive key for today using a digital signature.

«  As before B will have been equipped with its own permanent private receive kgyts TTP TB.
B can therusethe functiong to computed’ from b and the current date, ahénce computg®,
and thus decrypt the message.

The main advantages of this modified scheme are as follows.
- Every user’s receive key pair will automatically change every day.

. Time-bounding of warrantsould be enforced by only providing receikey pairs for the days
specified in the warrant to an intercepting authority.

The main disadvantage is as follows.

- The TTP will need to passeveralkey pairs to an intercepting authority povide access to
communications for a period of time exceeding one day.

7.2.4.2 A scheme allowing split escrow

In an environment where commercial TTPs will be lookingffer additionalservices taheir users,

it is possiblethat some users willvant the extra reassuranoffered byhaving theirkeys shared
between anumber of independent TTPs. Thmposed protocol is easily adaptable to provtde
feature. For instance, the ideas of Micali [Ta1] addingsecretsharing ontop of existing schemes
could be adopted. We now prop@sether solution whichas the advantage of reducing the number
of key pairs that message originators need hold.

7.2.4.2.1 Operation of the modified mechanism

For thisscheme to operatand unlikeMicali's scheme, [77]gveryuserA (with identity ID) will
have a distinct modulups and basega, used to securall messages originated . These are
computed as deterministic functionsibfs, e.9.pa = Fp(IDa) andga = Fg(ID,A), whereF, andF, are
universally agreed functions.

Now suppose that each user subscribes to a set of TTPs, which the user is preparezbliedtivsty
but perhaps not individuallyThus, agreviously, inthe context of the situation where ugewishes
to send a secret message to Bewe supposéhat A subscribes tohe set of TTPs X}, and thatB
subscribes tdhe set of TTPs Yj}. Each of the TTPsX; will need to knowthe identities of all
members othe sets X} and {Y;}, and each pair of TTPsX,,Y;) share asecretkey which we denote
by Kij. Observethat each of the TTPs in the seXi} will need to be within the jurisdiction of the
intercepting authority within which resides, and similarly fory}.

Before A can send @ecret message 18, two key pairs will need to be established, as we now
describe.

» A will need to beequipped with a sendkey pair. Each of the TTPX; generates part of A’'s
private senckey; denotehe part generated ¥ asS,. EachX; also computetheir part ofA’s
public send key as

Pa = gASAi -

Each TTPX; now signs a concatenation of the nameAofvith their part ofA’s public key, and
passeshe resulting certificatejenoted €,;>, together withs,; to A. A cannow computehis/her
private send key as

SA:Z S

andA's public send key will be
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P, = gASA = I_l gASAi .

B will need to beequipped with a receivekey pair (and A will need to be given a copy oB’s
public receive key) Each pair of TTPsX,Y;) now use a functiofi taking as input their shared
secretkey K;; and theidentity of B (IDg), to generate a part &s private receivekey which we
CaIISBi,-. l.e.

SBij = f(Kij,lDB).

For each, thevalues ofSs; will be sent(securely) fromT TP Y; to B. B's private receivekey for
use when receiving messages from clients; afill then be

SBi:Z %ij'

J

Each of the TTPX will perform the same calculation Bsand will also compute
-~ S
I:)Bi - gA .

Each of these values will then be passefl ¥¢ho can then calculats public receive key as

P=] P

It is important to noté¢hat theprivate receivekey ‘components’S; are independent of thdentity
of A, but the public receive keys will vary depending on who the sender is.

The session key to be used to secure messages sent from A to B will then be

9. ® = (R)* =(R)*

and hence can be calculated by bdthndB. The encipherethessage wilthen be serdccompanied
by the certified pieces of A’s public send kdyaz> together withB’s public receive keys.

Key escrowwill now operate in an exactly analogowsy to that described in subsection 7.2.2.3
above, with the exception that each TTP within a domainneilf berequired tosupplytheir parts of
either the send private key or the receive private key.

7.2.4.2.2 Properties of the modified mechanism

This modified version of the mechanism has the following properties.

This modified schemdras apossible advantage ovtre scheme described in subsection 7.2.2.2,
even when each user orfigsone TTP. Inthis modified scheme users need only store one private
receivekey for each othefTTP in thesystem,and only one private sen#tey. The storage
requirement forreceive keys ighus unchanged, and ttstorage requirement for semkays is
potentially reduced (depending on the number of diffevates ofg andp used inthe basic
scheme).

It is not possible for a useh to chooseheir own ‘modulus’ps and‘base’ g, becaused might

include hidden structure within them whigould allow access tother users’ privateeceive
keys. Forexamplep, might bechosen sehatsome polynomialith smallcoefficientshas aroot

modulop,, thereby facilitatinghe use ofthe Number Fiel®ieve. Inaddition,pa must be prime,
as its deterministic construction might otherwise compromise its factorisation.

A user should probably not be permitted to change his/her mogllasce that would potentially
provide access to several different pultlyscomputed fronthe same privatkey using different
moduli. This might, at least in principle, lead to an attack on the prikestasing the Chinese
Remainder Theorem.
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» A possiblealternative to deterministic generation of moduli is foF &P to generate (and sign) a
moduluspa for A's use. This would thenneed to be passed to eachhsd TTPsX;, andalso with
each message sent Ay Such a schentgas the risk that it might h@ossible for a user to obtain
several different moduli, and hence deterministic generation is probably preferable.

» Aneed not use the same set of TTPs all the tifte.example, givethatcontacting a long list of
TTPs may be expensiand/or inconvenient, the sendaay choose to ustne full set of TTPs
only for particularly sensitive messages.

» It would be preferable to allow users to includsirgle publickey with their message, signed by
all of their TTPs, rathethan theindividual componentspecified aboveapartfrom anythingelse
this would reduce the communications overhead. However, it is not clear whether thisdloae be
without increasing theossibility of ‘cheating’ theescrow system; it would also probabBquire
the TTPs to communicate amongst themselves, which is not necessary with the current scheme.

7.2.5 Options and Other Issues

7.2.5.1 Trusting TTPs

The receiving party must trust the sending party’s TTP, in ordeertfy the sending party’public
key, andalso becausthe sender’'s TTP can generate teeeiver's privatkey. Howeverthis trust
only concerns communications between the receiver and senders belonging to that TTP.

There may also be a need for a certification hierarchy to identify a common pougtéér different
TTPs; alternatively, all TTPs could manage their inter-relationships by bilateral agreement.

7.2.5.2 The Choice of Values

There hadeen considerable discussiortlre literature on theenefits ofusing acomposite modulus
for Diffie-Hellman. This, and other mattersuch as the length of thmodulusp and theprimitive
element, are beyond the scope of the discussion here.

7.2.5.3 Commercial Value

The proposed scheme relies entirely onpiesceived value to users in order tothken up. Service
providers will want to recovehe cost ofsetting up theservice fromtheir customers. Therefore the
scheme must be able to provide value-added end-to-end sethiaesusers want.  Further
investigation is required to assess the level of demand for services such as:

« end-to-end encryption;

« end-to-end authentication;

« non-repudiation of sent messages;
« message integrity.

Given that users will be paying for these services, they will expect a sufficient level of security. In the
event of security failure witfinancial impact on the user, he wikpect to be able to recovihis,

either viahis insurers oifrom the organisatiomunning the TTP. Thignakesrunning a TTP a
potentially expensive business, unl#ss financial riskgun bythe TTP can badequately protected
against. If TTPs are not commercially viable, then the scheme will not be viable.

7.2.5.4 Combined two-way Session Key

The two-way version of theproposed scheme provides teys for communication: one for each
direction. These could be combined to form a single session key, or just on&afsbeuld be used.
The advantages and disadvantages of this are a matter for further study.
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7.2.6 Other Published Schemes

We concludehis discussion by brieflyndicatinghow two otherkey establishment schemes relate to
the scheme described above.

7.2.6.1 The Goss Scheme

A scheme designed by Gdsasbeen patented ithe US [78]. Inthis scheme, a shared seckey is
established by combiningvo Diffie-Hellman exponentiations usinfixed and varying (per session)
parameters. At first sight, this appearsctorespond to theeceiveand sendkeys inthe proposed
scheme.However,the Goss scheme useauaiversal modulusind primitive element. I andx' are
A’s fixed and variant keys, andandy' areB’s, then the shared key is calculated as

a®¥ Oo*Y

This could be viewed as\aariant of theproposedwo-way protocol whereby aniversal modulus and
primitive element are used and the two keys are combined by XOR-ing them.

7.2.6.2 Yacobi Scheme

The scheme of Yacobi [79] is almogtentical to theGossone, but uses a composite modulus, and
combines the session keys by modular multiplication rather than XOR-ing.
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7.3 Key management using multiple TTPs
The text in this section is based on a paper, [80], prepared for publication as part of the 3GS3 project.

In this subsection we present key escrowmechanisms which meet possible requirements for
internationalkey escrowwhere different domainmay not trust each other. In these mechanisms
multiple third parties,who are trustedcollectively butnot individually, perform the dual role of
providing users withkey managemenservicesand providing authorised agencies in the relevant
domains with warrantediccess tothe users’ communications. Weropose twokey escrow
mechanisms, both designed fibre case wherghe pair of communicatingisers are irdifferent
domains, in which the pair afsersand all the third partie@intly generate a cryptographkey for
end-to-end encryption. The fact that all entities are involved in the key generation process helps make
it more difficult for deviant users to subvete escrowed key bysing a hiddenshadow-key'. The

first mechanism makes use of a single sekeyf escrowagencies moderately trusted by mutually
mistrusting domains. The second mechanises a transferablndverifiable secresharingscheme

to transfer key shares between two groups of key escrow agencies, where one group is in each domain.

7.3.1 Introduction

7.3.1.1 Key escrow in mutually mistrusting domains

In modern secure telecommunicati®ystemshere ardikely to be twocontradictory requirements.
On the onehand users want to communicatecurelywith other usersand on the othehand
governments have requirements to intercept user traffic in order to combabodpetect national
security. Akey escrow system @esigned to meet the needs of both uaadsgovernments, where a
cryptographickey for user communications isscrowedwith a key escrowagency (or a set of
agenciesyand laterdelivered to government agencies when lawfallithorised. Followinghe US
government’s Clipper proposals, [75], a numbekeaf escrow systenisave recently been proposed,
and for an overview of the field, the reader is referred to [74].

When users communicate internationally, there is a potential requirement to ptbeidaw
enforcement agencies of all the relevant countries, i.e. the originating and destination countries for the
communication, with warrantecccess tothe user traffic. For example, global mobile
telecommunications system might provide an end-to-end confidentiality sentige toobileusers in

two different countriesand law enforcement agencies in both these countrigght independently

wish to intercept these communications. To make matters more complicatedwthesantries will
typically not trust one other (such domai® referred to as mutually distrusting countries in [81]);

for example, a law enforcement agency in one counight notwish to lettheir counterpart in any

other country know that a particular user's communications are being intercepted.

We are concerned here with internatiok@y escrowand weassume throughothat thecountries
involved donot trust one anotherfpr the maximum generality we refer womainsinstead of
countries throughout. We also referitberception authoritiesvhere we meambodiessuch as law
enforcement agencies who may be gitles right toaccess communicationgthin a single domain.
Finally we refer toescrow agenciesr Trusted Third Partie§TTPs) who will be responsible for
maintaining all the informationecessary to provide accessrtterception agencies, when presented
with the appropriate legal authorisation.

We now state our requirements for key escrow in an international (i.e. a multi-domain) context.

1. No domain can individually control the generation ofesnrowed keyand hence thesscrowed
key cannot be chosen by entities in only one domain and then transferred to the other domain.

2. The interception authorities in any domaian gainaccess to an escrowed kayithout
communicating with any other domain, i.e. tkey has to becapable of being escrowed in all
relevant domains independently.

3. The entities in any domain can ensure the correctness and freshness of the escrowed key.
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7.3.1.2 Prior approaches

In subsection 7.2 a key escrow mechanism suitable for international use, called the ‘JIMW’ mechanism
for short, was described. Irthat schemeevery user has arassociatedTTP. If two users,
communicating with each othesecurely byusing end-to-end encryption, alecated in different
domains then the relevant pair of TT{@se in each domain) collaboratively perfotine dual role of
providing the users witkey managemenservicesand providing thetwo interception agencies with
warranted access tothe users’ communications. Aessionkey for end-to-end encryption is
established based on Diffie-Hellm&ay exchange [98]. An asymmetrey agreement paifor one

user (the receiver) is separately computed by both TTPs (one in each domain) using a combination of
a secrekey sharedbetweenthem and theeceiver'sname, and anothersymmetrickey agreement

pair for the other user (the sender) is generated by himself.réeéver computethe sessiorkey by
combining his privatd&ey (transferredsecurely fromhis own TTP) with the sender’public key (sent

with the encrypted message). The sender computes the same session key by cbralpnivefe key

with thereceiver’'s publidkey (obtained from the sendertsvn TTP). Interception agencies in each
domain can retrieve the session key from the TTP in the same domain.

Note that this mechanismmeetsthe three requiremenfer key escrowlisted above. However, it
requires thdollowing assumptions abotitust relationships among the users, T8Rd interception
agencies.

1. Each usebelievesthat theirown TTP (aswell asthe TTPs of any other users with whittey
communicate) will issue propéey agreement valueand certificates,and will not reveal the
escrowed key illegally.

2. Each TTPbelievesthat the user, as a sendeill provide the correctpublic key (matching the
secret key they use for securing messages they send).

3. Each TTPbelievesthat the other TTRontributes propekey agreement valueand certificates,
and will not reveal the escrowed key illegally.

4. Each interception agency believes that the TTP in its domain will provide the escenved key
when requested.

In [81], Frankel and Yungive a different scheme fanternationalkey escrowwhich requires a key
escrow agency (or agencies) to be trusted by more than one domain.

7.3.1.3 Another approach

In this subsection we supposigat, insomeenvironments wherternationalkey escrow igequired,
TTPs may not be trusted individually to provide proper contributions esemowed kewnd toreveal
the key legally, andusers also magot be trusted to provide proper contributions teescrowed key.
Thus thescheme here meetome ofthe samepossible requirements dbe scheme described in
subsection 4.4.

We consider two related key escrow systems with the following properties.

1. The schemes use a set of moderately trusted third parties instead of a single TTP, in an effort to
prevent a singld@ TP from corrupting an escrowed keyror thepurposes of our discussion here,
moderately trustethird parties ard¢rustedcollectively, butnot individually, by users, interception
agencies and another set of TTPs.

Key splitting schemes havpreviously been used faplitting an escrowed keyinto n shares
escrowed byr agencies in proposdey escrow system&.g.see [74,82,83,84,8p we also make
use of ak out of n threshold scheme. Such a schesiiews any subset df of the n escrow
agencies to affecherecovery of a complete key, botohibits any group diewerthank agencies
from recovering a complete key.

2. They use a verifiable secret sharing scheme in order to prevent deviant users from subverting the
secret sharing scheme by providing improper shai®gch a schemeaspreviously been adopted
in a key escrow system tet a group ofkey escrowagenciesverify that they have valid shares
[83].
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3. They use an affine expansible verifiable secret sharing scher®t tisers and third parties
jointly generate an escrowecky, thus preventing deviaosers from obtaining a ‘shadow-key’
(not available to the escrow agency)

4. The second scheme makes use of a transferable verifiable secret sharing scheme to transfer shares
between two sets of key escrow agencies which may not trust each other

The remainder of this part afR2 is subdivided as follows. In subsecti@r8.2, we present a
transferable verifiable secret sharing scheme and an affine expansible verifiablshsatngscheme
based orthe Shamirsecretsharingscheme, [35]and thePedersen verifiable secrgharingscheme,
[86]. We thenpropose twanechanisms fomternationalkey escrow insubsection 7.3.3.The first,
which incorporates Frankel and Yung's idea, [81], makes use of a single grkey escronagencies
moderately trusted by mutually mistrusting domaififie second scheme, which is an alternative to
the IMW mechanism, adopts the transferadhel verifiable secresharingscheme to transfer shares
between two sets of moderatdlystedkey escrowagencies, one set within each tafo mutually
mistrusting domains. In both mechanisms, usand key escrowagencies jointly generate an
escrowed key by using the affine expansible verifiable secret sharing scheme.

In subsection 7.3.4, we considassibletrust relationships among the thrigpes of entity involved
in an internationalkey escrow system, namely moderately trusteatird parties, potentially
untrustworthy users and multiple mistrusting domains. We conclude in subsection 7.3.5.

7.3.2 Verifiable Secret Sharing

In this subsection we firsbriefly describethe Shamirsecretsharingscheme [35land thePedersen
verifiable secresharingscheme [86]. Wehendiscuss how tdransfer a shared sectattween two
domains, andalso how toshare anaffine function of a shared secret, using modifications of the
Shamir and Pedersen schemes. This work will provide the basis keyttescrowschemes described
subsequently.

7.3.2.1 The Shamir scheme

A (k,n)-threshold secretharingscheme is a protocol in whichdealerdistributes partial information
(a share) about a secret to each pérticipants such that:

* no group of fewer thak participants can obtain any information about the secret, and
» any group of at leastparticipants can compute the secret.

We now describéhe Shamir K,n)-threshold secretharingscheme, [35]. Suppogeandq are large
primes suchihatq dividesp-1, andg is an element of ordeyin Z,. It is assumethatp, q andg are
publicly known. Thesparameters will be used throughdhis part ofTR2. Unless otherwise stated
all arithmetic will be computed modujn

Letthe secrets be an element &,. In order to distribute amongP;, ...P, (wheren < q) the dealer
chooses a polynomial of degred.:

f(X) =ap + aX + ... +au X

wheref O Z[x] anday, = s. Each participanP; (1 < i < n) receivess = f(x) as his private share,
wherex; 0 Z-{0} is public information abouP; (x; # x; if i # J).

Any k participants (withoutoss of generality we assuntigatthey arePy, P,, ..., P can findf(x) by
the interpolation formula,

X = X=X,

f _ k X i :k
(X) ;(D&—&) () ;(D&—&)S

Thus
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X

s=10= Y ([]5750

7.3.2.2 The Pedersen scheme

Assumethat adealer has aecrets 0 Z, andcorresponding public value = g°. This secretcan be
distributed to and verified by, ...,P,, in the following way:

1. The dealerromputes shares using the Shamisecretsharing scheme by first choosing a
polynomialf(x) = ag + ax + ... +a.xX* overZ, satisfyinga, = s, and thercomputings = f(x;) (1
<i<n). Herex is public information abou®;, as previously.

2. The dealer sends the shgrsecretly tdP, (1 <i < n) and broadcasts a verification sequence

V = (gao’ gal’""ga(_l)
to alln participants.
3. EachP; (1<i < n) computes
7 (R0
h =[],
]
and verifies whether
h=g"
If this does not hold thela broadcasts and stops. Otherwid® accepts the share.
4. Any k participantswho have acceptetheir shares, can find as described ithe Shamir secret

sharing scheme above.

7.3.2.3 Transferable verifiable secret sharing

We now consider how ttransfer a shared sectattween twagroups of participants. We start by
stating our requirements for l1f,n)-transferable verifiable secrsharingscheme, wherk, m, andn
are positive integers satisfying k< min{m,n}.

» A secrets shared bym participantsPy, ..., P, needs to be transferred tand then shared by,
anothem participant9Qy, ..., Qn.

» The participantsQ; (1 < j < n) must be able toverify their own private shares without
communicating with other participants in the same domain.

* Any group of at leadk participants irQy, ...,Qn, Who have accepted their shares, can conmgute
» No group of fewer thak participants irQ,, ...,Q, can obtain any information abost

We nowpresent a transferable verifiable segbaringscheme based ahe Shamir andPedersen
schemes.

Algorithm 7.3.1

Assumethatm participantsP; (1 <i < m) share asecrets 0 Z, using the Pedersestheme.
This secretcan be transferred to andrified byanothem participantsQ; (1 <j < n), in the
following way:

1. EachP; (1 <i < m) computes new shares (1 < j < n) using the Shamisecretsharing
scheme by:
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- first choosing a degrdel polynomialf,(x) = ajo + &1X + ... +a)X" overZ, satisfying
ao =5, and

» then computing; = fi(x). Herex is public information abou®,.

. P (1=i<m)sendss; secretly taQ; (1< < n) and broadcasts a verification sequence

Vi :(gaio’ gm’_._’g”‘i(k—l))

to alln participantQ;, ..., Q.

. On receipt of; andV; (1<i<m), Q (1<] <n) computes

k-1
- )09
h =[] .
£=0
and verifies whether
— o
h=g"
If this does not hold), broadcasts; and stops. Otherwigg accepts the share.

Theorem 7.3.2

The above algorithm has the following properties.

. Any group of at leadt participants inQ, ..., Q,, who have acceptétieir sharegollowing

Algorithm 7.3.1, can find (1<i <m), and hence compuge

. No group of fewethank participants iy, ..., Q, can obtairany information aboug (1 <i

<m)ors

. EachQ, (1 <j < n) canverify 5; (1 <i < m) andg® without communicating with other

participants in the same domain.
Proof

All three parts of the theorem hold by usimigeciselythe same arguments ased to prove
the same statements for the Pedersen scheme.

This scheme will be used to transferpartial escrowed keyfrom a set of TTPs in one domain to
another set of TTPs in @sond domain in Mechanisih4.7 described inthe nextsubsection. The
two groups of participants do not have to trust each othdewHlrthank participants in any domain
follow the scheme, theecret transfer cannot seccessful, but no orean subvertthe algorithm by
forcing anyone else to accept a fraudulent secret.

7.3.2.4 Affine expansible verifiable secret sharing

We now consider araffine expansionof threshold secresharing. We start by stating our
requirements for ‘affine expansion’.

A secrets U Z; is shared byn participantss, ... Pn. Its affine functiorw = astb, wherea, b 0 Z,
anda# 0, needs to be shared by the same participants. aHaréb are public information.

No group of fewer thak participants can obtain any information abeut

Any group of at leadt participants can compute

We now present an affine expansible verifiable seaktaringscheme based othe Shamir and
Pedersen schemes.

Algorithm 7.3.3
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Assumethatm participantsP; (1 < i < m) share asecrets 0 Z, using the Pedersestheme,
andknow public information &1 Z,-{0} and b Z,. A new secretv = astb [ Z, can be
shared andrerified bythe samem participants without communicating with one another.
The new shares are

W =as+h.
The corresponding public keys are

g" =g*"=(g")"g" and

g"=g""=(g)"g"
Theorem 7.3.4
The above algorithm has the following properties.
1. It meets the requirements for affine expansible secret sharing.

2. P (1<i<mcanverify w (1 <i <m) andg” without communicating with the other
participants.

Proof

This theorem agaifollows using preciselythe same arguments as aised to establish the
properties of the Pedersen scheme.

This scheme will be used to ldtird partiesprovide a contribution to aescrowed key itMechanisms
7.3.5 and 7.3.described below. Becausiee contribution is not known to users, itdifficult for the
users to subvethe escrowed key busing a hiddershadow-public-key’the correspondintgshadow-
private-key’ of which cannot be computed by using a real key pair and a ‘shadow-public-key’ [83].

7.3.3 Escrowed key agreement

7.3.3.1 Assumptions
We make the following assumptions for our model of an international key escrow system.

» Two entitiesA andB, located in mutually mistrusting domains, want to communisatarely
with each other. For thigurpose they need t@rify oneanother’s identityand establish a shared
sessiorkey Kug, althoughbeforethe authentication ankey distribution processing startsey do
not share any secret.

» The communicationbetweenA and B have to meet potential legal requirements for warranted
interception. Interception agencies in each domain araatioely involved inthe authentication
and key distribution procedures, but may require access to the sesskugpkey

* In the firstscheme (Mechanism 7.3.5) a single set of TTPs, {.,T} are used as both multiple
authentication servers fthhe usersandkey escrowagencies fothe interception agencies both
domains. In the sead scheme (Mechanism 7.4tWp sets ofT TPs {Ty, ...,T,} and {Uy, ..., Uy},
one group in each domain, are used as multiple authentication servers for trendg&egsescrow
agencies for the interception agencies. In both casesthegsponsible for verifying\'s andB's
identities, establishing a sessikey Kag, andescrowingthe session key. Thegre trusted bypoth
the users and interception agencies collectively, but not individually.

7.3.3.2 Mechanism 1

This escrowed key agreement scheme is based on Diffie-Hellayaxchange [98and theverifiable
secret sharing schemes described in subsection 7.3.2. In the meclhaaiiB, are users in separate
domains, andn moderately TTPgy, ..., Ty, work for both users aguthentication servergnd for
interception agencies in both domains key escrowagencies. We assuntBat A and B have
authenticated channels with (1 <i £ m). As in theJMW mechanism, thesen TTPs agree a
commonly held secret ké{(T;, ..., T,) and a functiori. This functionf shall take as input the shared
secretkey and the names & andB, andgenerate a private integ8fas. Thescheme is designed so
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that for some positiventegerk (k < m), any set ok TTPs cancomputethe sessiorkey established
betweenA and B, but no group ok-1 or less TTP<an derive any useful information abothtis
session key.

Mechanism 7.3.5

A set of TTPsTy, ..., T,y assisttwo usersA andB in establishing a sessidey Kag, and
escrow the key collectively.

1. A secretly choosesnd stores its privatekey agreement values,, and computes the
corresponding public value, (= gs“), the private shareS,; (1 <i <m) of Sy as defined in

subsection 7.3.2.55nd thepublic verification sequencé, as defined in subsection 7.3.2.2,
and then sendS,j andVAto T; (1<i <m).

2. B follows the same procedure &s (choosingSs, creating private share%;, a verification
sequenc&/s, and sendins; andVs to T)).

3. Ti (1 =i < m) verifies Sy, Pa, and S, Pg as described in subsection 7.3.2.2. If the
verification fails, T; broadcastshe suspectsharevalue and stops; otherwisd; accepts the
share.

4. T; (1<i <m) does the following:

» obtainsSrag by using the functiofwith K(Ty, ..., Ty), A andB,
—_ SI'AB - SI'AB
« calculate®r (= P,"™®) andPgr (= B, ™®), and

» sendsP,tto B andPgrto A

5. A andB separately compute a session key:
—_ — Sa — AB
KAB_(F)AT)SB _(PBT) - gSA%$ .

Theorem 7.3.6

The abovemechanism has thgropertythat any group of at least TTPs cancomputeKag
(which is what is required for escrow purposes).

Proof

Any group of at leagt TTPs carcomputeS, andS; (by the properties of thBhamirscheme
discussed in subsection 7.3.2.1 above). Hence they can compute

— ~S
KAB = g A Sas

and the result follows.

The mechanism halseen designed to make it difficult fék and B to preventK,g from being
escrowed bysing a hidderishadow-key'. Inaddition, no thirdparty canforce A or B to accept a
wrong message unlesdl the third parties areolluding, and nogroup offewerthank third parties
can obtain any information abokifg.

The methodused to compose a set kddy escrowagencies wh@re moderately trusted by mutually
mistrusting domains, depends on the requiremiemtsiternationalsecure telecommunications. The
set could consist of TTPs licensed by domains dtieen thetwo domains being served, by a ‘super-
domain’ including the two domains, or by one or other of the two domains themselves.

It would be desirable irag could be changed from time to time (which willean thatk,g also
changes). This could be achieved by including a date-stamp in the fuinesied to comput8rag.

Compared with a number of other proposeg establishment schemes using mtdranone TTP,
such as, letting thiwo users choosthe key (seg[17]), letting a set of TTPs generate tkey (see
subsection 4.4nd[29,30]), and lettingone uselandtwo TTPs generate thieey (seesubsection 7.2
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and[71,72,73]),this mechanisniorcesall involved entitiesj.e. both usergnd theset of TTPs, to
jointly generate the key, so that it may be more difficult for users and TTPs to subvert the key.

7.3.3.3 Mechanism 2

This escrowed keyagreement mechanism ksmsed on Diffie-Hellmarkey exchange [98Jand the
transferable verifiable secrgharingscheme described in subsection 7.3.2this mechanismA and

B are users in different domains. Thererr€TPsTy, ..., Ty, working for A as authentication servers
(in A's domain), anch TTPsU;, ..., U, working for B as authentication servers @ws domain).
These servers also operatekay escrowagencies foithe interception agencies their respective
domains. Each set ohird parties ismoderately trusted btheir usersand interception agencies.
Users and interception agencies do hot communicate with TTPs outside their domaif,. (TER <

m) can communicate with); (1<j <n). Again, we assumihatA has an authenticated channel with
eachT;, andB has an authenticated channel with edeh Each group of TTPs agreesacret key
K(Ty, ..., Tm) or K(Uy, ...,Up) and afunctionf. This functionf shall take as input the shared secret
keys and the names AfandB, andgenerate private integeSss andSyag respectively. The scheme

is designed sthatfor some positivéntegerk (k < min{m,n}), any set ok TTPs from one or other of
the two domains can compute the session key established bé&tvaae, but no group ok-1 or less
TTPs can derive any useful information about this session key.

Mechanism 7.3.7

Two sets ofTTPs {Ty, ....T} and {U,, ...U,} assisttwo usersA and B (respectively) to
establish a session k&yg. Each set of third parties escrow the key collectively.

1. A secretly choosesndstores its privat&ey agreement valu&,, andcomputeghe following
values:

» the corresponding public valir (= gs“),

» the private shareS,; (1<i < m) as defined in subsection 7.3.2.1, and
» the public verification sequend4 as defined in subsection 7.3.2.2,
and then sendS,j andVato T; (1<i <m).

2. T, (1<i £ m) verifiesSyj andP, as described in subsection 7.3.2.2th# verificationfails
thenT; broadcasts the suspect share value and stops; othépaiseepts the share.

3. B secretly choosemndstores its privat&ey agreement valu&, andcomputeghe following
values:

» the corresponding public vallry (= gSB),

 the private shareS;; (1< < n) as defined in subsection 7.3.2.1, and
» the public verification sequendg as defined in subsection 7.3.2.2,
and then sendS; andVg toU; (1<j <n).

4. U; (1 =] < n) verifiesS;; andPg as described in subsection 7.3.2.2.th# verificationfails
thenU; broadcasts the suspect share value and stops; oth&yeiseepts the share.

5. T, (1<i <£m) does the following:

» obtainsSrag by using the functiofwith K(Ty, ..., Ty), A andB,
» calculatesPar (= PASrAB ),

» calculatessyj (1<j < n) from S, as defined in subsection 7.3.2.3,
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» computeghe ‘private shares5,;Srag, and theircorresponding public Va|uegSAu S o

defined in subsection 7.3.2.4nd thepublic verification sequenc¥,; as defined in
subsection 7.3.2.3.

* Finally, T; sendsS,jSrag Vai andPartoU; (1<j < n).

6. U; (1 <] < n) verifies $y;Sras, gSAi S22 andPar as described in subsection 7.3.2.3. If the

verification failsthen U; broadcastshe suspectharevalue and stops, otherwiséJ; accepts
the share.

7. U; (1<j < n) does the following:
» obtainsS,ag by using the functiohwith K(Uy, ...,Uy), A andB,

calculatePary (= P, *°) and sends it t8,

» calculatesy (= PBSJAB),

» calculatesssj (1< i< m)from S as defined in subsection 7.3.2.3,

+ computeghe ‘private shares%;S;as, and theircorresponding public vaIuegSB"i e as

defined in subsection 7.3.2.4nd thepublic verification sequenc¥g as defined in
subsection 7.3.2.3, and, finally,

. SendﬁgjiSUAB, VBJ' andPgyto T, (1S i < m)

8. T, (1<i < m) verifies SsiSuas, gSBji @ and Pgsu as described in subsection 7.3.2.3. If the
verification failsthanT; broadcastshe suspecisharevalue and stops; otherwisd; accepts

the share, calculatéry (= Py, Srae ), and sends it té.
9. A andB can now separately compute the session key:
Kas = (Pary)™ = (Pypy) ™ = g3 %o B,

Theorem 7.3.8

The abovemechanism has thgropertythatany group of at lea®t TTPs(in eitherdomain)
can computéag.

Proof
The proof follows immediately from the results in subsection 7.3.2 above.

In this mechanism, thiwvo sets ofthird parties inboth domains do not have to trust each other, as
mentioned in subsection 7.3.2.3. FHoe same reasons as in ffrevious mechanism, it suggested
thatSrag andS,as should be changed as often as required.

7.3.4 Further considerations

In a key escrowsystem,the differing requirements of useasid interception authorities are further
complicated bythe introduction of thé&ey escrowagencies (or TTPs). THeey escrowagencies are
responsible tdhe interception agencider preventingcriminal usersfrom abusingescrowed keys.
Both the userandinterception agencies should be in a position to ctiegkthekey escrowagencies
cannot reveakscrowed keydlegally. In internationakey escrowthe relationships amonggiese
three groups of entitiesecomesstill more complicatecbecause moréhan one domain is involved.
The key escrowagencies in one domain have a potential requirement to ¢hatkhekey escrow
agencies in the other domain cannot subvert the escrowed keys.

In this subsection, we discussion some aspectheftrust relationshipbetweenthe various entities
involved.
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7.3.4.1 Moderately trusted third parties
There are two major reasons why we consider the use of moderately trusted third parties here.

» If interception agencies are nadtively involved in sessiokey establishment for possibly deviant
usersand do nostoreevery sessiokey themselveskey escrowagencies are required poovide a
valid key when lawfully authorised. Although th&ey escrowagencies maynot be trusted
individually, a group of them might be collectively trusted by the interception agencies.

» |If two userssharing nosecret want to communicate security with eather, they need an
authentication service provided by authentication servers. Althougtetirers mayot be trusted
individually, a group of them might be collectively trusted by their users.

Four kinds ofkey splitting schemedased on secratharingschemes (e.g. [35]) have been used for
splitting anescrowed keynto n sharesescrowed byn agencies in previously proposkedy escrow
systems. The first approaclnvolves‘splitting’ with an n out of n scheme, wherall n components
are needed to restore a givéey [85]. The second approaalsessplitting with ank out of n
threshold scheme, whidilows any subset d of then escrow agencies to affettte recovery of a
complete key, buprohibits any group diewerthank agencies from recovering a compl&gs [83].
The third approaclinvolves splitting with an ,t,u)-escrow schemeyhich allows a subset of the
escrow agencies to recover a key, wheescrow agencies coultbnspire without compromising a
key, andn-u agencies could ‘withholdtheir components without interfering wittey recoveryt(<u
<n) [82,84]. The last approaghvolvessplitting with a ‘general monotorgccessstructure’, which
allows forthe specification of arbitrargubsets of escrow agenctbsit canwork together to restore a
key[74].

We have used the second approach in the mechadesosbechere. Actually, any one of thegaur
splitting schemescould have been choseland in practice thechoice would depend on the
requirements for establishing a set of moderately trutied parties. Note alsothat theidea of
Reiter etal. regardingsecure group implementation in [8Zgn beused to establish such a set of
moderately trusted third parties and their group key.

7.3.4.2 Untrustworthy users

We now considethe case where usemre not trustworthy in &ey escrowsystem. Kilian and
Leighton gave a ‘shadow-public-kegttack in [83],and wenow see hovthis attack mightvork in a
key escrow systerhased on Diffie-Hellmatkey exchange. Each normal user generatpaia (P,S),
publishesP andgives an interception authoritize ability to reconstrucg so thatboth the users and
the interception authority casompute an escrowdgty byusing Diffie-Hellmankey agreement. In
this attack, each divo attackers instead generate® keypairs ,S and ¢',S), where P,§) is a
proper (public-key, private-keyjair, ',S) is a ‘shadowkey pair, andP' = f(P) wheref is an easily
computedand publicly known function. Each of themuses P,S) in the sameway aswould an
ordinary user, but kee[$® reserved akis shadow privat&key. Bothattackers separately compute a
‘shadow-escrowed-key’ bysing his‘'shadow-private-keyand theother’s ‘shadow-public-key’. If it
is infeasible to obtairS by knowingP, P and S The interception authority cannot obtain the
“shadow-escrowed-key’. Furthermore the interception authority may not detect this cheating.

We presented an affine expansible verifiable sesheiringscheme in subsection 7.3.2.4, which
provided the basis of users and third parties joigéigerating amscrowed key irder to prevent the
users from using a hidden ‘shadow-key’. Note that it only makes sense to pméwvemal usergrom
obtaining aS which is in feasibly computed by usifgP' andS.

The furthemproblem is how in practice to prevesriminal userdrom abusing thé&ey escrow system
by using impropekeys, for examplesjsing an oldescrowed keynstead of a current one, using a
modification of theescrowed keye.g. whichmay be a publicly known function tiie realescrowed
key, and using dshadow-public-key’, wher& may feasibly be computed yowing P, P andS.
Although theseabusesare alldetectable, &ey escrowmechanismmay never check for such abuses,
giving deviant users greater leeway in their abuses.
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A number of approaches could be used to preteraibove abusesuch as, keeping abld escrowed

keys in avalid period to check if thewre usedagain, and monitoring atommunication channels
between suspectedriminal users [88]. Unfortunately, these approaches miagt be practical,

particularly, in complicated mobile telecommunications systems.

In fact, it is impossible for a key escrow system to forceusars to use onlhe currenescrow key if
the users sharesecret orcanusetheir own security system. Faur purposes here, veeipposehat
two users, whavant to communicatsecurelywith each other, have to get assistance fkesnescrow
agencies in order to authenticate one another’s ideatityestablish a shared sessikay. We
assume it is detectable tifie userssubvertkey escrow systems hysing an oldescrowed key or a
modified escrowed key. However we hana answered the questiontadw to force users to usaly
the current escrowed key.

7.3.4.3 Multiple mistrusting domains

So far we have discussed key escrow in mutually mistrusting domdowever, somenodernsecure
communications may cover morthan two domains. For example, in a globahobile
telecommunications systenwo users, respectivelyare citizens of countrie€ and D, work for
countriest andF, are registered witthwo mobile companies belong to countri€& andH, and are
roaming intwo countriesl andJ. Theirtraffic might conceivablyneed to be intercepted by agencies
in any of countrie€-J, andhence it may be necessary to ényd devise arinternationalkey escrow
systemwhich providesall governments involved witivarrantedaccess to user communications. To
make matters more complicated, the countries involved may not all trust each other.

Our first mechanism, adescribed in subsection 7.3.3.2, could be usedhigrpurpose. However,
whether or not a set &ky escronagencies could be set up whiate moderately trusted by multiple
mistrusting domains, depends on political consideratimy®ondthe scope ofthis discussion. The
second mechanism, as described in subsection 7.3.3.3, could also be tsEsdpfopose, at least in
theory. Theproblem isthat each set okey escrowagencies in each domain involved have to
collaborate to provide contributions to thgcrowed key.This maynot be practical, particularly when
the number of domains involved is quite large.

7.3.5 Conclusions

We have describedkey escrow systemsing moderately trustdadird parties irmutually mistrusting
domains and analysed its use.
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7.4 Secret key agreement using public information
7.4.1 Introduction

Whyner, [91], proposed a method for establishing a shared secret between two parties using only publicly
available information. His work was innovative in that it did not make use of the widely accepted model of a
secrecy system proposed earlier by Shannon, [90], whereby all parties have perfect information. Instead it
relied on channel noise to enable a shared secret to be established between two parties, even though the
channel was public. Subsequently, Maurer, [89], and others made use of independent public information
sources and additional error-free public channels, to extend Wyner’s original scheme.

This section provides an informal introduction to the subject of secret key agreement using public
information. The reason why this is relevant to 3GS is that operators of future telecommunications systems
will be confronted by severe key distribution problems, especially given the anticipated world-wide nature of
3GS. If they can be made practical, the ideas of Wyner and Maurer offer simple solutions to these classically
difficult key management problems. Hence the main motivation for this subsection is to consider the
practical problems that might arise in the utilisation of a Wyner or Maurer scheme.

In subsection 7.4.2 we review perfect secrecy, and introduce the related, but more relaxed, concept of
approximate perfect secrecy required for our discussion.

In subsection 7.4.3 we show how approximate perfect secrecy can be attained when an eavesdropper’s
channel is merely a degraded (noisy) version of the (error-free) main channel. We then extend this to the

case where the main channel is noisy, but the eavesdropper’s channel is noisier still (i.e. the eavesdropper’s
channel is a degraded or cascaded channel). These two sections account for Wyner’s original contribution to
the subject.

In subsection 7.4.4 we consider the case where all channels are noisy, without the restriction that the
eavesdropper’s is worse, and show that approximate perfect secrecy is still possible, provided that an
additional error-free public return channel is available. Subsection 7.4.5 extends these ideas to the case
where the source of information is independent (i.e. it is no longer generated by one of the participants), and
shows that the use of a two-way (public) error-free channel again enables approximate perfect secrecy.
Subsections 7.4.4 and 7.4.5 summarise Maurer’s contribution.

Finally in subsection 7.4.6 we review the results, and discuss future directions, such as the possibility of
achieving practical implementations of the schemes described.

7.4.2 Perfect secrecy
Shannon defined a cipher system tpéeectif
I(M;C) =0,

whereM is the plaintext message a@dis the ciphertext. Essentially, this means that knowledge of the
ciphertext reveals no information about the plaintext.

Shannon’s model of a cipher system, [90], assumes that information transmitted over public channels can
be received without error by all parties. This assumption enabled Shannon to show that a message can be
transmitted in perfect secrecy (i.e. the cipher is perfect) only if

H(K) =2 H(M),
whereK is the key.

Whyner, [91], discarded the assumption that all parties receivemitiets information accurately, and
instead considered a system whereby information is transmitted over noisy channels. When considering
Whyner’s approach, it is helpful to model the situation as follows: we assume there are three parties, namely,
legitimate communicating entitidsandB, and an eavesdropper A transmits a message whilst B and

E receive messag&sandZ respectively (these are both usually noisy versions of X). We also assume that
channel encoding and decoding functions e and d are utilised. Aatityodes a messagkto obtain

X =e(M)
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sendsX to entityB who receive¥, and decodes it to obtain
M’ = d(Y).
In addition an eavesdroppereceives and can compute
M" =d(2)
(eandd are of course public). In Shannon’s model, we KaweY = Z (thusM = M' = M").

In our ‘noisy channel’ situation, the error-free receipt of information cannot be guaranteed. It is convenient
to therefore introduce a slightly relaxed version of perfect secrecy which wappatiximate perfect
secrecy This entails taking into account the channel encoding, and is defined in terms of Més&hog
recovered by part with arbitrarily low error rate whilst the relative informationdfandM" is arbitrarily

low.

A formal definition of approximate perfect secrecy is not required here. The concept of approximate perfect
secrecy is used implicitly in the definition sécrecy capacity The secrecy capacity is essentially the
maximum rate at which secret information can be generated betvee®tB in relation to the underlying
information rate of the available channels. Both Wyner and Maurer investigate the secrecy capacity of their
respective schemes, though it is beyond our scope to present a detailed account here.

7.4.3 Cascaded eavesdropper channel

Suppose that the main channel betwéemnd B is error-free, and the channel through which the
eavesdroppéE listens is a degraded version of this main channel.

A andB can agree on a shared se&iet such a way thdt can derive negligible information concerniig
This is achieved by transmitting randomly generated dataBtdqvia the main public channel) whilst
implementing a simple channel coding function which exaggerates the errors pickdgl up by

For example, suppoge wishes to send a (randomly generatedbhib B (throughout this document we
assume all data to be binary), theoould be encoded By with the functione, that assigns a randomly
chosen string af bits of the same parity &gn is fixed, perhaps according to the BERESf channel). At
the receiverB uses decoding functiah that is defined simply as the parity of the received string.

E is capable of receiving a noisy version of the string inéttesd byA. The longer the string the greater the
chance of this string containing errors. Thus choosing a suitablynamgblesA andB to ensure thaE
receives negligible useful information abbutNevertheles$ will still be able to determinle exactly.

Notice that in the example above the information rate decreases as the ‘acquired secrecy’ increases. One of
Wyner’'s main results was to show that approximate perfect secrecy is possible with the information rate
bounded away from zero. In fact he obtained precise bounds on the rates attainable (this is the secrecy

capacity).

If the main channel betweéhandB is noisy and, as before, the channel through which the eavesdeopper
listens in on is a degraded version of this main channel, then approximate perfect secrecy can be obtained in
much the same way. The difference is that more advanced encoding and decoding functions are required.
Another of Wyner’s achievements was to show that suitable encoder-decoders exist.

7.4.4 General eavesdropper channel

We now show how to extend the basic idea presented in subsection 7.4.3 to the case where the channel
through whichE listens is not necessarily a degraded version of the WaaB) channel. This is achieved

using a further error-free public return channel (fildrto A). This secondary channel can be used in two

ways, as described in the following paragraphs. In both cases we assume, as befogenbattes data
randomly and transmits thisBovia the main channel.

The secondary channel is usedBojo send the transmission he received frlanKXORed with his own

randomly generated data, baclitoWhenA receives the data froB) he removes his original data to leave

the data fronB, which has in effect been transmitted over the main channel. Meanwhile the only useful
information the eavesdropper gains is the data Bdnaving effectively been sent over the main channel
cascaded with his own eavesdropping channel. Thus, the system reduces to the case discussed in Section
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7.4.3. Notice thaB now chooses the shared information, whilst the data generateid byerely used as a
mask.

Alternatively, the return channel is usedByo inform A of the bits (or words) of information received,

whose reliability he is satisfied with. A measure of the reliability of doeived information can be

obtained through the demodulation proce&sandB use only the reliable bits, discarding the rest. This
effectively reduces the error rate of the main channel whilst leaving the eavesdroppers channel error
characteristics unchanged (because the eavesdropper has no say in which bits of the transmission are used).
Thus, we reduce the system to the case in subsection 7.4.3, where the eavesdropper’s channel is inferior.

7.4.5 Independent sources

A different situation from that discussed in the previous two sections is where we have an independent
source of information, and each A&f B andE all listening via noisy channels. To obtain approximate
perfect secrecy in this case requires the use of secondary (error-free) public channels in both directions
betweenA andB. A andB improve their effective channel error rates in just the same way as the second
option described in subsection 7.4.4, by throwing away bits of the transmission they deem to be unreliably
received.

We assume an independent source broadcasts randomly generated inforn&iandE all receive noisy
versions of this.A andB use the secondary channels to communicate to each other which bits (or words)
they have each received reliably. Note that, as in the previous case, tilgyrefiabceived bits (or words)

might be measured through the demodulation process. IAatidB receive a particular bit reliably then

it is kept and used, otherwise it is discarded. This improves the error characterfsgocsl®s channels

whilst leaving the error characteristicsi¥$ channel unchanged. By XORing a number of received bits
together,A and B can achieve approximate perfect secrecy is a similar manner to that described in
subsection 7.4.3.

7.4.6 Summary

In subsection 7.4.3 we related Wyner's original ideas of how, given that the channel through which the
eavesdroppéE listens in on is a degraded version of the main channel between legitimate &iitd3,

it is possible forA andB to agree on a shared se@®@éh such a way thdE obtains negligible information
concerningS This is achieved by employing a channel encoding function which keeps the error rate of the
main channel small but amplifies the errors picked up by the eavesdropper to such an extent that the amount
of useful information he receives is negligible. This technique of ‘condensing’ information to improve
secrecy is commonly known @sivacy amplification(see for example the papers of Bennet et al., [92],

[93)).

Subsection 7.4.4 extended the basic idea presented in subsection 7.4.3, by utilising a further error-free return
channel (fromB to A), to the case where the channel through which the eavesdropper listens is not
necessarily a degraded version of the maAimo(B) channel. The new error-free channel is useB by

send the transmission he received filgmXORed with his own message, back&to WhenA receives this

message frorB, he can remove his original message to leave himself with a messadg\ittich has in

effect simply been transmitted over the main channel. Meanwhile the only useful information the
eavesdropper has is the message Bdmaving (effectively) been sent over the main channel cascaded with

his own eavesdropping channel. Thus we reduce the system to the previous case discussed in subsection
7.4.3. Alternatively the return channel could be usd8l toyinform A of bits of information whose integrity

he is satisfied with. This reduces the error rate of the main channel whilst leaving the eavesdroppers
channel error characteristics unchanged (because the eavesdropper has no say in which bits of the
transmission are used). Again, this reduces the system to the previous case where the eavesdroppers channel
is inferior. The exchange of additional information between A and B to improve the quality of the channel

is known asnformation reconciliation[94], [95].

Subsection 7.4.5 addresses a slightly different situation, in which there is an independent source of random
data, with each ok, B andE all listening in. Using error-free public channels in both directions bettveen

andB, A andB improve their effective channel error rates by throwing away unreliable bits in just the same
way as the second option discussed in subsection AdahdB inform each other which bits they have

each received with acceptable rdligh If both A andB receive a particular bit reliably then it is kept and

used, otherwise it is discarded. This improves the error characteristics of the main chahraeld By
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whilst leavingE’'s channel unchanged. Agreement of a shared secret betveeaB can then easily be
achieved in a manner analogous to the first case considered in subsection 7.4.3 by XORing acceptable bits

together.
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7.5 Secret key agreement based on storage complexity
The text in this section is based on a paper, [96], prepared for publication as part of the 3GS3 project.

We now describe key agreemensystem based ahe assumptiothat thereexists a public broadcast
channel transmitting data at such a rit&t aneavesdropper cannetonomically storall the data

sent over a certain time period. The two legitimate parties select bits randomly from this channel, and
use as key bits those which they have selected in common.

7.5.1 Introduction

In a recent paper, [89], Maurbasdescribed a number of related methods for providing secret key
agreemenbetween twgarties usingonly publicly availableinformation. These methods arased
on a development of Wyner’s ideas, [91].

The particular method which has inspired the work deschikegl relies on thevo parties wishing to
agree a secrédey, and any eavesdroppeall receiving a signal fronsomechannel,for which each
party only receives a noisy versiontbé originally transmitted signal. For tegstem to operate, the
common information derived from the channel bytthe legitimate partiesA andB say,must not be
a subset othe informationderived fromthe channel byany eavesdropper. Nothat it is not
necessary foA or B to receive a ‘better’ version of the signal than the eavesdropper.

This requirement isvery simply met in any situation where thehannel errors arstatistically
independent for each dhe three parties.However, inpractice this requiremenhay berather
difficult to guarantee. As an example consider a rati@nnel: theeavesdroppemight beable to
positionhis antennalose to one dthe legitimate partiegndhence obtain a strictly better version of
the signal than one of the legitimate parties.

It is also necessary for the partesndB to share an error-free ‘authenticated channel’, although this
may also be intercepted by the eavesdropper. By an authentibatetel we meaane in whichB is

able to verifythat all the dataeceived orthe channel originatefilom A in exactlythe same form as
was received, and vice versa. This may also be non-trivial to provide in practice.

We consider a slightly different key agreement system, which avoids the first requirement above. This
system is based dine assumptiothat thereexists a public broadcashannel transmitting data at

such a rate that an eavesdropper cannot economically store all the data seicecaén &me period.
Thetwo legitimate parties randomishoosewhich bits to store fronthis broadcasthannel, and then
compare notes (using an authenticatednnel which need nptovide privacy) aftethe chosen time

period has passed as to which bits they have both selected, which then constitute the shakeg. secret
Unless the eavesdroppehas stored ahigh proportion of all thebits transmitted on theublic
broadcast channel, it will almost certainly have no more than a small proportion of the secret key bits.

This idea is analogous to the encryption system describbthboyer in [97], where the idea ofr@ise
source producingata in quantities which cannetonomically be stored is also exploitedowever,
the idea in [97] igatherdifferent, inthat thelegitimate users do not divulge which tbie bitsthey
have used.

In the scheme describduere theprovable guarantees of security whidm be obtainetbr Maurer’s
schemes, [89]are thus exchangddr arguments regarding tredst (in providing large amounts of
data storage) to third party of obtaining th&ey agreed byA andB. It is important to notéhat this
scheme, like all the schemes in [89], does still require the error-free authenticated channel.

Before proceedingobservethat, for clarity and brevity of presentation, wenly provide informal
arguments to support certain of anainresults. Formaproofscan be constructed using information
theoretic arguments.

7.5.2 The basic scheme

In order to describe oukey agreementsystem wefirst need to describe our model of the
communicating parties. Wsupposehat A andB, thetwo legitimate parties wishing to establish a
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shared secrétey, bothhave access to derrorfree) public broadcasthannel sending randohinary
data at a high rate, s&/bits/sec. We suppose also tAzndB:

» share an authenticated error-free channel,
* have the means to stamg andng bits respectively, and

» are ‘synchronised’ withiespect tahe broadcasthannel, i.ethey havethe means to refer to a
single bit sent on this channel.

By an authenticated channel sharedAyndB we mean a chann&r which A can be sur¢hat any
bits receivecdclaiming to be fromB are genuinelyrom B, andhave notbeenmanipulated in transit
(and vice versa).

The eavesdropper, who weall C, alsohas error-fre@ccess to botthe public broadcasthannel and
the authenticated channel betweeandB.

The basickey agreemensystem now works as describedtire following procedure. Not¢hat we
subsequently describe some improvements on this basic scheme.

Algorithm 7.5.1

1. A andB both monitor the broadcast channel for an agreed interval of time of duFatithe
start and engoints of this interval can be agreed using the authenticated channel. We
assume that the exact details of the time interval are also known to the eavesdropper

2. During this intervalA selectsn, of the bits senbverthe broadcasthannel at random and
stores them. Similarly, and independenByselect3g bits at random and stores them.

3. At the end of the interval (and nbéfore) A sendsB the ‘indices’ of the bitghat it has
stored, where we assurtteat thebits sentover the public channel during the time interval
are successivelygiven the indices 0,1,..., etcHaving received these indiceB, examines
them andcompares them with the indices of the biteasstoredand makes special note of
any coincidences.

4. B now sends back té\ a list of all coincidencesand thebits corresponding to these
coincident indices become the key bits (which ot#mdB have).

As we now show, givethat A andB make genuinely random selectioasid T, R, ny andng are
chosen appropriately, treavesdropper will be obliged to store many more thié either A or B to
have a good probability of knowing matean avery few ofthe key bits. To demonstrate this we first
establish the following simple result.

Theorem 7.5.2

SupposeA and B follow Algorithm 7.5.1, and areavesdropper stora® bits randomly
selected from the public broadcast channel during the agreed time interval. Supptsz also
na andng areboth very much smallethan TR (the number of bits semturing theagreed
time interval). Then the following will hold.

i. The expected number of bits &ky shared byA andB at the end of the@rocess will be
approximatelynang/ TR

i. The expected number of key bits availabl€twill be approximatelynangnc/(TR)%
Proof (Sketch)
Both results follow from elementary probability considerations.

i. For any given bit of the, selected by, theprobabilitythat it isalso selected bB is ng/TR
Giventhatn, is verysmall with respect tdR we mayignore thefact that theprobabilities
are not independent ah@ncesaythat theexpected size dhe set of bitselected by boti
andB will be approximatelyn, times the above probability, and (i) follows.
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ii. This follows by a precisely analogous argument.

Beforeproceeding not¢hat A will actually needL+1)n, bits of storage, where = [og,(TR)[ i.e.L
is the number of bits in the index values. Simil@&Iwill need(L+1)ng bits of storage. In additioA
will need to sendLn, bits over the authenticated channel as part of the key agreement process.

We have thusconverted a theoretically secure systerto one which provides aost difference
between legitimate key agreement and unauthorised interception of key material.

7.5.3 A simple example of the system
To illustrate how such a system might operate we consider a simple example.

Suppose€T is 10 secondsi.e. approximately onday)andR is 13° bits per second, i.e. ¥Bbits/sec,

andhenceTR=10" andL=50. Now supposehat ny=ng=3x10° andhenceA andB will need to have

51x3x1CP bits of storage, i.e. a little under 2g@bytes. Aturrent priceshigh speed magnetic disk
storage of this capacity will cost approximately £1G0@jprices ardikely to continue to fall. At the
same time,A will need to send a little under @igabytes ofinformation toB over the shared
authenticated channel. By Theorem 7.2, at the end gfrtiuessA andB will expect toshare a key
of approximately (810°%)%/10"°=90 bits.

We next consider what strategy tbavesdroppemight adopt to tryand learn significanamounts of
keyinformation. In order to obtairsay, 10% othe key bits, by Theorem 7.5.2 treavesdropper will
need to store 10% of the bits sewer the public broadcasthannel. This will require 16 bits of
storage, i.e. approximately 12,0@bytes. At today'prices,low coststorage (e.g. magnetic tape)
still costs significantly moréghan £10 perGbyte,and hence such storage will caste eavesdropper
well in excess 0£120,000, and, by similar arguments otatain 50% or 100% of thkey bits would
cost in excess of £600,000 or £1,200,000 respectively.

If A andB were concerned abotite possibility that aneavesdropper could make use of a small
number of thekey bits, thensecurity could be increased bging aone-wayhashfunction to produce,
say, a 64-bit key from the 90 bits derived from the key exchange process.

7.5.4 Extensions of the basic scheme

There are a number of ways in which the baggtemcan bemodified to increasehe cost differential
betweerthe legitimate partieand theeavesdropper. We consid®ro such possibilities. Botbffer
methods by which the storage requiremdatsA andB can bereduced froml(+1)n, and (+1)ng to
aroundn, andng respectively.

7.5.4.1 Pseudo-random selection of bitsAynd B

SupposeA and B have agreed in advance tbleoice of a cryptographically secure pseudo-random
number generator. By this we mean a generator which, givestratkey asinput, produces a
sequence of pseudo-random numbers as oatplfor which, given knowledge afome ofthe output
sequence, it is computationally infeasible to compute any more informagarding theoutput
sequence. In particuldénis impliesthat, given knowledge of some dfie outputsequence, it will be
computationally infeasible to deduce the key used to generate this sequence.

We now describe a modified versiontbg basickey agreemensystem described iAlgorithm 7.5.1,
which makes use of these pseudo-random number generators.

Algorithm 7.5.3

1. Beforestarting theprocessA and B select randonkeys for their chosen pseudo-random
number generator, which we cBl| andRs respectively.

2. A andB both monitor the broadcast channel for an agreed interval of time of duFatidhe
start and engoints of this interval can be agreed using the authenticated channel. We
assumehat theexact details of the time intervatealso known to theavesdroppe€. For
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the purposes othis discussion we suppogat thebits sentover the broadcast channel
during the selected time interval are labelled

bo, by, ..., Brr1

3. Beforestarting the monitorind andB also choosstep values, andsg respectively, where
sa = [RT/m0andsg = (RT/ns0 If necessary, at sonmmint (eitherbefore,during or after the
monitoring period)A andB exchange these step values.

4. During the time intervalh usesthe chosen pseudo-random number genegatdrits secret
key Rs to produce a sequentgty,...,tha 1 Of pseudo-random numbers, where epshudo-
random numbet; is chosen from theange 0,1,..55-1 (with uniform probabilities).A then
selects the following, bits sent over the broadcast channel and stores them:

B, B B Ry sy

Similarly, andindependentlyB useshe pseudo-random number generatod itssecret key
Rs to produce a sequenag,u,...,up.; Of pseudo-random numbers, where easkudo-
random numbeu; is chosen from theange 0,1,..5-1 (with uniform probabilities).B then
selects the followingg bits sent over the broadcast channel and stores them:

hJo’bSB*'Ul’t&%*"é"“’t?@_l) 8% W1

5. At the end of the interval (and niogfore)A sendsB its secretkey Ra, used to helselect
which bits from thepublic channel it hastoredduring the time interval. Similarli sends
A its secret keyre.

6. A can theruseR, andRg to find those values ofandj (0<i<n,, O<j<ng) for whichisa+t; =
jsstu;. This can be done with timinimum of storage by &tny pointretaining thevalues of
i, ti, ] andu;, and then

» replacing the pairi ;) with the pair {(+1t+1) if isa+ti <jsg+u,
» replacing the pairj () with the pair (+1,u;,1) if iSa+t; > jsg+u;, and
+ storing the values{l)s\+t; wheneveisa+t; = jSgtu;.

7. B can dopreciselythe same calculations, leavidgandB with a known set of mutually held
bits (which can be used to create a key).

Before attempting todescribethe performance of thisodified scheme, we first considére best
strategy for an eavesdropper wishing to find as nkambits as possiblasing the minimum amount
of storage. There would appear to be tlole@ousstrategies fothe eavesdropperC. Firstly C could
choose to store eandomselection of bits fronthe channel (without regard to thetep values’).
SecondlyC could store a fixed number of bits from each range,

btsA ! lqs,ﬁl’ e ’tzﬁ-l) 51
fort=0,1,...ns-1. Thirdly,C could select a number of ranges
btsA ! lqs,ﬁl’ e ’tzﬁ-l) 51

for various values df, (0<t<n,), andstoreall the bits for the selectedanges. Note that, alternative
versions of the second and third strategies would involve replacangdn, with s andng.

Now, given that there is at most one key bit within any range
btsA ! lqs,ﬁl’ e ’tzﬁ-l) 51

the second strategyould seem to béhe best(although all strategiegeld very similar results when
ny and ng are small relative tofR). In the following simple result, in which we derive the
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performance of thisevised scheme, we therefore assuiha theeavesdropper is usirtge second of
the above strategies.

Theorem 7.5.4

SupposeA andB follow Algorithm 7.5.3, and aravesdroppe€ storesnc bits selected from
the public broadcasthannel during the agreed time interv&8uppose alsthat nc=dn, for
some integed, and thatC storedd bits from each range

btsA ! lqs,ﬁl’ ’tzﬁ-l) 51

(O<t<n,). As previously we assunmtbatn, andng arebothvery much smallethan TR (the
number of bits sent during the agreed time interval). Then the following will hold.

i. The expected number of bits &ky shared byA andB at the end of the@rocess will be
approximatelynang/TR

ii. The expected number of key bits availabl€twill be approximately gngnc/(TR)%
Proof (Sketch)

i. Consider any range:
btsA ! lqs,ﬁl’ e ’tzﬁ-l) 51

(for some value of satisfying &t<n,). At the end of the agreed time intervAlwill store
exactly one bit fronthis range. Therobability that B will also storethis bit is equal to
ng/TR  Giventhat there areny such rangesand assuming thathese probabilities are
independent (which is a reasonable approximation gixeandng are small withrespect to
TR), we sedhat theexpected number of bitseld by bothA andB at the end of the agreed
time interval is approximately equal mans/TR, as required.

ii. As previously, consider any range:
btsA ! lqs,ﬁl’ e ’tzﬁ-l) 51

(for some value of satisfying &t<n,). At the end of the agreed time intervalwill store
exactly one bit fronthis range. TherobabilitythatB andC will also storethis bit isequal
to (ne/TR)(d/sa). Giventhat there ar@, such rangesand assuming thdahese probabilities
are independent (which is a reasonable approximation givandng are small witlrespect
to TR), we sedhat theexpected number of bitseld by all ofA, B andC at the end of the
agreed time interval is approximately equahtosd/TRS, = naneno/ T°R?, as required.

Beforeproceeding not¢hat A will only needn, bits of storage. Similarl will only needng bits of
storage. In additio andB will only need to sendheir respective secrdteysR, andRg over the
authenticated channel as part of the key agreement process.

Hencethis amendegbrocedure reducase storagdor A andB to ny andng respectively, minimises

the use of authenticatechannel, andlso makes the match-findingyocess a simple onelhis is at

the cost of making the security dependent on the computational security of the pseudo-random number
generator(s)employed byA and B. To show how effectivehis improvement is we consider a
modified version of our previous example; we use the same cost assumptions as in subsection 7.5.3.

SupposeT is 1F seconds(i.e. approximately onelay) and R is 10 bits per second, i.e. 1000
Ghits/secandhenceTR=10"". Now supposehatn,=ns=3x10° andhenceA andB will need to have
3x10° bits of storage, i.e. a little under 4BBegabytes, costing no motkean£200. At the same time,
A will need to send only one key (of say 128 bitd} toverthe shared authenticated channel (and
versa). By Theorem 7.5.4, at the end of firecessA and B will expect to share akey of
approximately (8310%)%10''=90 bits.
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We next consider the position of teavesdropper. In order to obtain, say, 10%hefkey bits, the
eavesdropper will need to store 10%tloé bits senbver the public broadcasthannel. Thiswill
require 16° bits of storage, i.e. approximately 1,200,06bytes. Such storage will cost the
eavesdropper well in excessfif2,000,000, and, by similar argumentsoltain 50% or 100% of the
key bits would cost in excess of £60,000,000 or £120,000,000 respectively.

7.5.4.2 Block-wise selection of bits

In the previous section we described a sysighich minimises both the storage requireméatsA

and B and theuse ofthe authenticated channier A andB. Thiswas atthe cost of making the
security depend othe cryptographic properties of a pseudo-random number generator. We now
consider a slightly different modification of thasic scheme whictetains many of the advantages of
the scheme described in subsection 7.5.4.1, but wtagsnot rely on any computational security
assumptions.

The procedure is as follows.

Algorithm 7.5.5

1. A andB both monitor the broadcast channel for an agreed interval of time of duFatidhe
start and engoints of this interval can be agreed using the authenticated channel. We
assumehat theexact details of the time intervatealso known to theavesdroppe€. For
the purposes othis discussion we suppogbat thebits sentover the broadcast channel
during the selected time interval are labelled

b01b11 vee 1bTR-1'

To make our discussions simpler we also asstimaen,| TR andng|TR, andhence defines,
andss by sana = ssng = TR Suppose moreover thass|TR, and definevby ssssw=TR We
assumehat allthese parameters are knownAand B beforethe start of the agreed time
interval.

2. During the time intervah randomly choosesv valuespo,ps,...Pw1, Where each valug
satisfies &pj<sa. A thenstoresthe following w sets ofsg bits during the agreed time interval
(i.e. a total oh, bits):

hSAan%’bi%v p§+1""’bi§§+ P g1

fori=0,1,..w-1.

Similarly, andindependentlyB randomly chooses valuest,ds,... w1, Where each valug
satisfies 8gi<ss. B thenstoresthe following w sets ofs, bits during the agreed time interval
(i.e. a total ohg bits):

b b

hSASBW’ isgt gt @ g gt gD § @
fori=0,1,..w-1.

3. Atthe end of the agreed time interval it should be ¢hetiA andB will shareprecisely one
bit from each range of bits

lqusB ’ bisAsB+11 e ’q D) syg1
fori=0,1,..w1. l.e.A andB will share preciselyv bits.

4. At the end of the agreed time interval (and hefore) A sendsB its randomvalues
Po.PL;---Pw-1, USed to help select which bits frafre public channel it hastoredduring the
time interval. SimilarlyB sendsA its secret random valueg,s, ... Gw-1-

5. A andB can then both very easily determine which key bits they share.
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As in theprevious sectionbefore attempting todescribethe performance of thischeme, we first
consider thébest strategy for an eavesdroppéshing to find as mankey bits as possiblesing the
minimum amount of storage. Thes®uld appear to be thregbviousstrategies fothe eavesdropper,
C. Firstly C could choose to storerandomselection of bits fronthe channel. SecondlyC could

store a fixed number of bits from each range,

btsAq3 ! btsAsB+11""q t1) s g1
fort=0,1,...w-1. Thirdly,C could select a number of ranges
btsAq3 ! btsAsB+11""q t1) s g1

for various values df (O<t<w), and store all the bits for the selected ranges.

Now, given that there is exactly one key bit within any range
btsAsB ’ btsASsﬂ"“’tz t1) 551

(O<t<w), all strategiesvould appear tgyield similar results. In théollowing simpleresult, in which
we derive the performance of thisevised scheme, we therefore arbitrarily assutimat the
eavesdropper is using the second of the above strategies.

Theorem 7.5.6

SupposeA andB follow Algorithm 7.5.5, and aravesdroppe€ storesnc bits selected from
the public broadcast channel during the agreed time interval. Then the following will hold.

i. The number of bits okey shared byA andB at the end of therocess will be exactly =
Naneg/ TR

ii. The expected number of key bits availabl€twill be wn/TR = nansnc/ (TR
Proof (Sketch)
i. This follows from the discussion given as part of Algorithm 7.5.5.

ii. Consider any range:
btsAq3 ! btsAsB+11""q t1) s g1

(for some value of satisfying &t<w). At the end of the agreed time intervalandB will
store exactly one bit frorthis range. Therobability that C will store this particular bit is
equal tonc/TR Giventhat there arav such rangesand given that these probabilities are
independent, weeethat theexpected number of bitseld by all ofA, B andC at the end of
the agreed time interval is equaWioc/ TR, as required.

This systemthenachieves a comparable performancéhmsystem inthe previous section. |thenly
disadvantage is the slightly increased communicatast intransferring thevaluesp, andg; across
the authenticated channeHowever,this is avery small cost sinceghe number of thesealues will
only be the same as the number of key bits agreeddnydB.

Moreover this variant of the basic scheme has two significant advantages.

» Unlike the first variant(described in Section 7.5.4.1), its securitynist dependent on the
cryptographic properties of a pseudo-random number generator.

» Unlike both the other schemes,yields a key ofguaranteed length t& and B, and notjust a
varying number okey bits with an associated expected vallide disadvantage of this lattesse
is that onsome occasionthe number okey bits provided toA andB may be somewhat lesisan
the expected value, potentially causing problems.
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7.5.5 Summary and conclusions

We have thugiescribed systemshich provide secrekey agreemenbetweenA and B and whose
security rests solely on the following two assumptions.

* The cost of storageemains highrelative to the bandwidth of one or mopeblicly available
broadcast channels.

* A andB share an error-free authenticated channel.

It is particularly interesting to note that, with the exception of the scheme described in Section 7.5.4.1,
the system’s security doesot depend on any assumptions regarding the computatidhellty of

any problems. Irhat sensethe systemsare provably secure (givethe two key assumptions listed
above).

We now briefly consider possibf@actical circumstances in which thbove twoassumptions might
be satisfied.

There arevariousways inwhich thetwo legitimate parties might berovided with an authenticated
channel (but not with the means to securely agree a key). Two of the more likely are as follows.

» The usersnay purchase a communications facility which provides an authentichimthel as a
premium service (whichcan be obtainedsimply by payingthe appropriate rate). The
communications service provider may, for example, protide by using digital signatures,
MACs or someothertype of cryptographic check function. It is certainly conceivathlat this
could be provided in such a way that the users have no acces&egdheed,andhence no direct
means to exchange secret keys.

» The usergnay have access to amplementation of a digital signature function suchD&3S,
which cannot be used foiata encryption.They couldthenusethis digital signature function, in
conjunction with authenticated keys for each other, to provide the authenticated channel.

We nextbriefly describe two possible sources fdnigh bit rate(saygreaterthan 10Gbit/sec) public
broadcast channel.

» The first is to makeise of ahigh ratepublic satellitedata channel. In thisasethe bits senbver
the channel will not be random---instetitey will consist of manydata streams intermingled.
However, inpractice they may b&andom enough’for our purposes (especially if lashing
operation is performed on any agreed set of key bits).

» The second is to employ a purpose-designed high speed random data source, the output of which is
made publicly available by sommeans (e.g. by fibre-optic cable). Althougiis will now
guarantee randomness ftite bits, there arebvious problemswith this approach if it is
simultaneously used by mampgirs of parties to agrees&cretkey (aswould almost certainly be
necessary to justifthe cost of providing such @hannel). In such agvent therare much greater
incentives forthird parties tdnvest resources in storirtge entire channel output, sincecduld
potentially yield many secret keys simultaneously.

Finally, it could be arguethat, giventhat A andB share an authenticated channel, thesy can
achieve secret key agreement by using the well-known Diffie-Hellman key exchange protocol, (see, for
example, [98]). Whilsthis is certainly true, themmay besituations where users do not wish to take
such an approach. For example, useesy not choose totrust asystem whose security depends
entirely on a single mathematical function remainivayd tocompute (i.ethe discrete logarithm
problem),and they may prefer tdrust in argument@boutthe likely cost of data storage. It is
certainly of theoretical interest thservehatkey agreement schemean bedevised which relpnly

on the two assumptions listecabove, and which do not require any assumptioabout the
computational difficulty of certain calculations.
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8. Terminal-related security

8.1 Introduction

We now considethe somewhat thorny issue t#rminalsecurity. This issuecan bedivided into two
main problems:

» What level of terminal security should be provided (if any)?

» How should any identified security features be implemented, bearimgnish theneed to minimise
the network overhead?

We start thigdiscussion in subsection 8.2, where we brisfijnmarise th@ossible securityhreats to
user terminals.

In subsection 8.3 we takhis analysisone step further biriefly discussing some dhe options for
providing terminal security features.

Notethat adetailed study of one possitdg@proach to the terminakcurity problentan befound in

[99]. This technical report, prepared as part of the 3GS3 project, is too long and specialised to include
here. However, copies can be obtained by writin@€tomputer Science Department, Royal Holloway,
University of London, Egham, Surrey TW2BX, England(quoting the titleand number of the
report).
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8.2 Terminal-related security

This brief section outlinesertainsecuritythreats to 3GS terminalandindicates possible solutions.
This is not anexhaustive account. The role tbfis section is to serve as a preface to subsequent
discussions.

8.2.1 Theft

A simple solution to this threat fer owners to look aftetheir equipmentand perhapget it insured.
If equipment is stolen then its theft can be reported to the appropriate authorities.

If the equipment is valuabléhen it mighthave a physically secured identity whicdin beeasilyread
but not changed. This would assist authorities in recognising the equipment.

Basic equipment will bgery cheap, so itvould not be a greabssand, inany case, would probably
not be worth stealing.

8.2.2 Non-type approval

The proposed ‘mass market’ will ensuttee low cost of basiequipment. A manufacturer will find it

very hard toproduce reasonably priced equipment, even if it is sub-standard, unless he is mass-
producing it. Giventhat he is thaseriousthen hemay as well seek typgpproval, which will not be
difficult. Taking extreme action against offenders will also discourage would-be offenders.

8.2.3 Cloning

This isused to disguise stolen apntype approvedquipment, so ibecomes fairlypointless given
that these threats are themselves acceptably small.

8.2.4 Defective equipment

This could threaten users (e.gnicrowave radiation causing tissue damagéhjrd parties(e.g.
interfering with hearing aids), and providers (e.g. excessive power causing interference).

Causing channel interference mightdmmsidered serious by provider$he threats to humansers
and third partieshould also be treated seriously (one fatality could seri@ifdgt amanufacturer’s
credibility and share price).

Type approval and equipment barring could be used to combat this threat.

8.2.5 Abuse of terminals

Terminalscould be used as unauthoridedieningdevices, or coulgerhaps be altered to enable them
to ‘trap’ sensitive user data.

Threats related to these of pay-phonesnd othervisited terminals’ (e.g. providingervices to other
parties on a user’s account) must also be considered.
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8.3 Addressing mobile equipment security

8.3.1 Introduction

The subject of mobile equipment (ME) security for 3GS has been sadly neglected. Although a number
of initial studies have taken place, no formal proposals Hmen made as to how security
requirements on MEs should be addressed. Bpditific solutionsre put forward, it isinlikely that

further progress will be made. Wew of this, we attempt tadentify the importanfactorsregarding

ME security, and make preliminary proposals for suitable mechanisms.

8.3.2 Factors
The overriding factors regarding ME security are as follows:

» centralised EIRs holding whitelists of MEs is inconceivable in a global system;
* an open retail market for MEs is essential;
» authorities will not allow the unregulated manufacture of MEs;

» the risk of injury to humanand animals through theffects ofsub-standard or faulty MEs is
intolerable;

 the risk of injury to humans through violence associated with theft of MEs is intolerable;

» adverse effects on profits (to parties involvedhi@ provision ofnobile communicationghrough
loss of user confidence ithe system securitfand the corresponding reduction sabscriber
numbers) is undesirable.

8.3.3 Potential Solutions

8.3.3.1 Dual local/network based detection mechanism

Assumethe ME has a@ecretandpublic key pair, and ecertificate (publickey +IMEI signed bytype
approval authority). AUIM can then authenticate the Mé&cally without recourse tthe network

(UIM checks the ME'’s certificate and then authenticates the ME by some form of challenge-response).
In addition, theUIM can send the IMEI to the netwofto an EIR) for checkinggainst a blacklist
(containing stolen, faulty and otherwise revoked MESs).

The local authentication could be carried out each time the UIM is inserted into the MBetiMoek
based check should occur less frequengbrhaps just the first time a particular MEuised with a
UIM. In this casethe UIM is required to keep ahort list of the most recent MEshasbeen used
with.

Notes:
» no whitelists are required to be kept by EIRSs;

» an open marketor MEs is still possible (noinitialisation or registration of ME®eyond type
approval is necessary);

» signalling of ME related dataverthe air and withimetworks (betweeWVLR and EIR) will be
infrequent (it will depend upon how often a user uses different MESs);

» rechipping (cloning) MEs witley pairs taken from (known) stolen MEsdstectablgthe act of
“rechipping’ still appears to be far too easy in current systems);

» rechipping MEs with key pairs generated by criminals is prevented (the keys cannot be certified).

» the mechanism admits the subsequent tracking and/or barring of MEs;
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» use of the mechanism must be mandatanglshould not beffered as a supplementary service. If
it were, then criminals could undermine the mechanism simply by not subscribing to it.;

» EIRs and a CEIR are required (for blacklisting);

» a centralisedype approval process is required to ensilnat there aréew certification authorities
(authority’s public keys must be stored in the UIM);

» rechipping withkey pairs stolen from MEs not registered as stolenuridetectable (e.g. the
criminal uses his own ME key pair - if he can extract them).

8.3.3.2 Local deterrent

Purely local mechanismg.e. those carried ouwholly on the mobile side)are likely to be less
powerful than network based mechanisms (thegn be no morehan deterrents), but have the
advantagehat they are easier to implemertnd use less resources. Local mechanisms could be
incorporated in addition to a network based solution. One technique is to ‘lock’ ME$& or
human users. Three instances of this approach are as follows:

» insert some UIM specific data into the ME, and have ME - UIM authentication prior to use;
* remove some vital data from the ME (e.g. its certificate) and store it in the UIM whilst locked;

* use an access controhechanism similar to thatised for user-UIM accesghis is UIM
independent, so the owner can still unlock their ME without having their UIM available).
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9. ldentity and location privacy

9.1 Introduction

In mobile telecommunications systems, each usast let his oter Service Provider know where
he/she is so that a catlute can be maintained to the user. Thicisieved byhe use of registration
andlocation update mechanisms, by means of which thepregideshis/herService Provider with
location information, via a Network Operator filie current location area. Thigs theside effect
that anyone wishing to trackhis particular user can do so by monitoring tthentity and location
messagesransmitted during these registratiand location update procedures. In order to protect
users’ identityand location information againgdisclosure to unauthorised entities, an ldentity and
Location Privacy mechanism is needed.

In GSM, Identityand Location Privacy is provided bihe use of Temporary Identities (GMSIs -
Temporary Mobile Subscriber Identities theyare called in GSM). ThesEMSIs are senbver the
air interface instead of the real user identitWloreover, these TMSIare updated regularly in an
untraceable way. Unfortunately, for operational reaslo@seal identities need to be transmitteer
the airinterface from time to timeWorsestill, a third party masquerading asBaseStation can, at
any time, force a mobile to transmit its real identity.

The purpose othis section is to identify new Identitgnd Location Privacy mechanisms appropriate
to third generatiorsystems, which daot contain the shortcomings ebme secondjeneration
systemsandwhich are not incompatible with the requiremefatscalling line identity features and
for lawful access to call-related information.

In subsection 9.2he problem is discussed in sonuetail, and an attempt imade to classify
approaches to solving the problem. An example scheme is also given.

In subsection 9.3 a combined authenticatma identity/ location privacymechanism is described,
which is based onhe use of symmetric cryptographyThe design can be regarded as a natural
evolution of the ETSI DECT authentication scheme.

In subsection 9.4another combined authenticatiomnd identity/location privacymechanism is
describedthis timebased orthe use of asymmetric cryptography (more specifically, it relies only on
the use of publickey encipherment). A detailed evaluation of this mechanismpravided in
subsection 9.5.

149



LINK 3GS3 Technical Report 2 (Final version) 15/05/96

9.2 ILP in UMTS

The text in thissection is based on aper, [100], preparetbr publication aspart of the3GS3
project.

9.2.1 Introduction

In mobile telecommunications systems, each usest let itsService Provider (SP) know where
he/she is so that its calbute can be maintained by thgstem. This isachieved bythe registration

and location update mechanisms which the ugses to tellits current location to the SP via a
Network Operator (NO) fothe current location area. Thias thesideeffectthatanyone wanting to

track this particular user can do so by monitoring ithentity and location messages transmitted
during the registration andcation update processes. In order to protect users’ idamittiocation
information from being made available or disclosed to unauthorised entities or processes, an Identity
andLocation Privacy (ILP)mechanism is neededlhis mechanisnprotects users againsacing of

their physical location by illegal means.

The purpose ofthis part of the report is tgive ageneral discussion of ILP mechanismstlird
generation mobile telecommunicatiogysstems (3GS).The discussion begins in the nextbsection
with a briefoverview ofthe approach to implementingP supported by GSMand isfollowed by an
analysis of possibléhreats to this approach gubsection 9.2.3. In subsection 9.2.4 we consider the
provision of ILP in a more general context. In subsection 9.2.5 a protocaefoice related
authentication providing ILP is proposed. We conclude in subsection 9.2.6.

9.2.2 The GSM approach

In GSM, ILP is achieved bysing Temporary Identities (Tls, denotedG$M by temporary mobile
subscriber identities or TMSIg\erthe airinterface instead of Real Identities (RIs, denoted in GSM
by internationalmobile subscriber identities or IMSIs)The value ofthe Tl is chosen by a NO
(denoted in GSM by BSS/MSC/VLR,e. Base Station Subsystem, Mobile Switchin@entre and
Visitor Location Registerand transmitted to theser in encrypted formThe Tl is a local identity
and valid only in a given location area.

The SP (denoted i®SM by AuC/HLR,i.e. Authentication Centre andome Location Register)
maintains adatabase of the current TI/RI relationshgrsd istherefore able to determinbe real
identity of the user, i.e. it can determine thefi@im theTI. TIs are changed on each locatigrdate
and certain othewccasions as defined kiye network. The user identifies himself by sending the old
TI during each location updaprocess. The NO therallocates a new Tand returns it. Theld TI

has to be sent before authentication takes place, and must therefore be sent unencrypted.

However,the new TI isreturned after authentication g@mpletedand anew sessiorkey hasbeen
generated. Therefore the new Tl can be, and is, encrypted before it is returned to the user. If the Tl is
not available or is invalid (e.g. if during the initial location registration the old NO is not reachable, or
the old Tl is unknown, [40}then the user has tdentify itself using its RI. Irthis event a new Tl is
allocated and returned encrypted.

9.2.3 Possible threats to the GSM approach
In this section we consider seven possible threats to the GSM ILP scheme:

T1.Intercepting communications between a user and NOAn intruder is able to obtain a RI from
the GSM air interface in the following three cases when a user sends the Rl in clear text:

 initial location registration,
» old visitor location register is not reachable, and
* noold Tlis available.

T2.lmpersonating a user In a mobile telecommunications environmenindy be possible for an
intruder tofabricate and/or interfere with a usem®ssages to an NO. An intruder cooiddify
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the user’s Tl and/or the Location Area ldentifier (LAI), both of whaclé senfrom the user to the
NO in clear text. The result of such an action will mtwat the NOdoesnot recognise the user
(or it cannot contact the ‘old’ NO) which will, iturn, causethe NO to request the user to send its
RI unencrypted ovethe Air Interface. Such procedure could be repeated as often as required,
enabling a third party to track a user.

T3.Impersonating an NO. In GSMthe user authenticatigorocess isunilateral, i.e. the NQerifies
the identity of the user, but the uslyesnot verify the identity of the NO.Hence athird party
could impersonate an N@ndsend a message to a user requesting it to send its Rl unencrypted
overthe Air Interface. As is thease fothreat T2, such procedure could be repeated as often as
required, enabling a third party to track a user.

T4 .Intercepting channels between NOs and SPsit may be possible for an intruder to observe a
user’s identity and location information and hence track this user by intercepting channels between
NOs and SPs, becauseach updated location message needs to be sent from an NO to an SP,
possibly in clear text.

T5.Malicious NOs. It is possible for a malicious NO tack a usebecausd’ls arechosen by NOs,
and hence NOs have access to a user’s RI.

T6.Impersonating an SP to a NO In GSMthe SPverifiesthe identity of the useduring theuser
authentication process, but no mechanismesprovided forthe NO and/or the user terify the
identity of the SP. Of course, in practice where such a threat exists proprietary techniques are used
to protect SP/NO communicationsnd hence (indirectly) protect the user againghiad party
impersonating an SPHowever, ifthe NOdoesnot authenticate the SBnd a threagxists,then
an intrudercould impersonate an SP to an NO to obtdia user's identityand location
information (and thereby track the user).

T7.Malicious SPs A user’s physical location could be disclosed to unauthopsecksses ifts SP
abuseghe user’s identityandlocation information. However, it isessentiathat the SFknows the
user’s identityand location since the usdras a contractual/charging relationship with its SP;
hence we do not address this threat further hielievever, SPsvill need to takevery careful steps
to protecttheir users against breachesmifvacy. Hence SPs will typically need to habweir
employees’ access tdient information both limitecand audited, i.e.SPs will need to utilise
secure access control mechanisms for their user databases.

9.2.4 Providing identity and location privacy
We now discuss the provision of Identity and Location Privacy in a more general context.

9.2.4.1 Requirements for an ILP mechanism

We start by listingpossiblegeneral requirements for an ILP mechanism (based on our analysis of the
GSM scheme).

» The user’s Rl should never be transmitted unproteatedssthe airinterface (hence addressing
threats T1, T2 and T3).

» The user’s RI should never be transmitted unprotdmtddeen networkntities (NOsand/orSPs),
unless the communications path is inherently secure (hence addressing threat T4).

» The user’s RI shouldnly be divulged to thospartieswho need it for correct network operation;
in the limit this could mean that the user’'s SP is the only ewtity possessdke user’s Rl (hence
addressing threat T5). wtould seenthatonly the user's SP needs kkaow the user's Rand not
the NO, since when an NO provides service to a usleresnot need tknow whatthe user’s real
identity is. The NQonly needs to know whthe user's SP iand have an identifier sthat the
NO subsequentihhas the means to charge the 8P service provided tehe user. In such a
circumstance the SP will needpeservehis identifier sahat the charge can lpeatched against
the user’s true identity.
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» Third partiesshould not be able to track users by masquerading as an SP to an NO, as an NO to a
user, as a user to an NO, or as an NO to an SP (hence addressing threats T2, T3 and T6).

Clearly not all these requirements will be capable of being met in a practical sydtevaver, it does
not seem unreasonable to expect at I#astfirst requirement talways bemet (althoughGSM does
not even meet this requirement).

9.2.4.2 General approaches for providing ILP

We now discuss tw@eneral approaches for meetitige ILP requirements identified immediately
above. The provision ofiLP is typically combinedvith the provision of entity authentication, and
both the approaches we discuss assume that this combination will take place.

The fundamentgbroblem is to meehe first identified requirement, i.e. &void the transmission of
users’ Rls acrosthe airinterface. Firsbbservethat thereasonvhy addresseéof somekind) need to
be sent acrosthe airinterface is because it is a broadcastdium, and the N@eeds to haveome

means of distinguishindgetweenusers,and users need to have somweay of deciding which

communications are intended for them.

If symmetric encipherment is being uséden it isimpossible to enciphethe addressesThis is
becausehe NO needs tknow whichkey touse to decipher an addrese, the NO needs to read the
addresseforedeciphering it. Similarly, a useeeds to read an addresabedded in an enciphered
data stringbefore deciding whether it should attempt to decipliter Of course, these problems
disappear if all the entitiegsethe samekey, butthis isvery insecureand we do notonsider this
approach further here.

This hasled to theuse of temporary identities with symmetric encipherment (as in GSM) where the
RI is not used as an addreasid instead @&emporary’ address is used to identify a userd this
temporary address changes at regular intervals.ng@Wwetemporary address is choserthsy NO and
is sent to the user in enciphered form, hence preventing an interceptolirfkamy old temporary
addresses to new oneshe problem withthe GSM approach dhis type isthe need tasethe user’s
RI prior to setting up an initiglemporary addressHowever,this problemcan beavoided byusing
two levels of temporary addressing, as in the approach documented in subsection 9.3 of this report.

When asymmetric encipherment is used ihasv possible tencipher addresses, at least on the ‘up
link’, i.e. in communications between mobile users and an NO. Thecauseall users can encipher
the datahey send tdhe NO using thé&lO’s public enciphermerkey. Protecting thédown link’ is
rathermore problematic howeveandwill still require theuse of some form of temporary address.
Howeverthe ‘set up’problems associated with GSdAnprobably be avoided hysing this approach.
The only remaining problem is to ensure that a user:

a) knows which NO it is sending to (and hence can use the right public key), and

b) possesseasliable copies of publienciphermenkeysfor all NOs it may wish to use for mobile
communications.

One disadvantage of these of asymmetric encipherment techniquethad they are typically much
more computationally complex than symmetric encipherment techniques.

An example of an ILRindentity authentication schensed on asymmetrancipherment is given

in subsection 9.2.5 below. A further example can be found in subsection 9.4. In addition Beller et
[101], have proposed a privaeynd authenticatioacheme using asymmetric cryptographic techniques
on a portable communications system.

9.2.4.3 Legal and operational limitations on ILP

In our discussion of ILP requirements in subsection 9.2.4.1, we have igheréejal requirements
which may apply to NOs. There are two issues which may affect the provision of ILP.

* TheCalling Line Identifier (CLI)requirement, applying in some management domtiascalled
entities areprovided withthe CLI (whichtypically means the telephone number) of ety
calling them.
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* The requirement, agaiapplying in somemanagement domain$or law enforcementand/or
security agencies to be given accesgddain calls starting or terminating within its domain.
Depending on the legdtamework in operation, such access may onhgtanted when certain
legal niceties have been completed (thg.issuing of an interception warrant). This interception
requirement could potentially be appliedatd callsrouted through a domain, albéitat they do
not start or terminate within that domain, although this somewhat controversiarea. For
further details of the evolving European rules in this area see [102].

Ultimately this means that some NOs may need to kin@RI of users sending and/or receiving calls
within their network. However,this still doesnot mean that it is goodidea forthe ILP scheme used

to necessitate the transfer of a user's Rl to a NOwolild befar more appropriate to have RIs
routinely transferred from SPs to NOs only when NOs need them for legal and/or operational reasons.

Thus one could envisage a situation where some NOs will (by law) not provide service to a user unless
the user's SP is prepared poovide the user’'s Rl to the NO. In additiospme users may be so
concerned about privadiatthey refuse to useneir mobile telephone in networks whetesir Rl has

to be divulged. Hence, the ILP mechanisntanavoidthe needor the user’'s Rl to be distributed
outsidethe SP, avholerange ofprivacy optionsbecome possiblaiving both user@ndgovernment
agencies the maximum flexibility to manage identity and location privacy.

9.2.5 An ILP mechanism based on asymmetric encipherment

We now present an example of an ILP mechanism for 3@&Sed onthe use of asymmetric
encipherment. The four roles involved in this mechanism: Users, NOan8Rstruders, ardefined
in Clause 3.2 of Technical Report 1, [3].

9.2.5.1 Requirements

The protocol we present is actually based on a combination of fxelglencipherment ansymmetric
cryptographic techniques. Nonces are used for checking timeliness.

The following cryptographic functions are used.

* A public key encipherment functio(of which the useand SPneed to possessiplementations).
We use {} k- to denotehe public key encipherment of datd using thepublic encipherment key
K+.

* A cryptographic check functioh(of which the user and SP need to possess implementations). We
usefx(X) to denote the output éfgiven input datX and keyK.

* A symmetric encipherment functioe (of which the user, NOand SPneed to possess
implementations). We usg(X) to denote the output efgiven input dataX andkey K. Notethat
this encipherment algorithmeeds to provide integritgnd origin authenticatioproperties (c.f.
requirements (adnd(b) in Clause 4 of ISO/IEC 11770-2,]]5 Note alsothat, if necessary, the
encipherment algorithms used bye three pairs: user/NO, user/S#hd NO/SP, canall be
distinct; we have assumed that a single algorithm is used to simplify the presentation.

The following keys need to be in place:

» The SP needs to generatpublic key/privatekey pair for the public key encipherment algorithm.
The user needs to Ipeovided with a reliableopy ofthe SP’s public enciphermeiey (which we
denoteKs.).

» The userand SPneed to share aecretkey for the cryptographicheck functionf (which we
denoteK'ys).

* Thetwo entity pairs: user/SPand NO/SP, both need to sharesacretkey for the symmetric
encipherment algorithm, which we denotelq)y andKysrespectively.

In addition the user, NO and SP ia#led to have the means to generate non-repeating nandethe
SP also needs to have the means to generate temporary identities and session keys.
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9.2.5.2 The protocol

The following protocol (almost) conforms Key Establishment Mechanism Specified in Clause 6.3
of ISO/IEC ISO/IEC 11770-2, [5]. Thenly point at which it diverges frorthe standard is that the
user’s identityU is never sent in clear tegnd isknown only tothe SP andtself (the standard
protocol wouldrequireU to be sent in clear text in message MZhe NO and SRlentities,N andS
respectively, can be transmitted in clear text.

In the protocol descriptionJ -~ N: m means that) sends messaga to N, and X|[Y denotes the
concatenation of data iter¥sandY in the order specified.

M1:U - N R [ISIINI{R [[U[IN]I£,, (R [IU1IN X,
M2: N - S Ry[IR IISIINI{R [TU[INTE,, (R TUTIN L
M3: S - N & (Rl KnlIT)II&,, (B 1Ky [INTT )
Ma: N - U e (RI1TKn IINITE IR, (R TR LT

Ms: U — N: e, (RIIRy IIN)

ThevaluesRy, Ry andR'y arenonces generated by, N andN respectively.Kyy is a sessiokey for
U andN. Ty is a new temporary identity fa&f, to be used by the user and NO.

9.2.5.3 Procedure

The procedure associated wittis protocol is as follows. Nottnatif, at any point, a check faithen
the protocol is aborted.

1. The user generatamdstores a honcBy. The user thesends the NO an authentication request
M1 containingRy, in which it lets the NCknow its SP isS. The user’s real identityJ)j is
enciphered usinis. so that only the SP can read it.

2. InM2 the NOforwardsthe user’s request to the SP. The NO also app@mikstores) a nonce
Ru.

3. On receipt oM2 the SP first deciphers the enciphered string using its private deciphdmyent
The SP then checks the outpuf oking its copy oK'ys. The SP assigns a temporary user identity
Ty and a session kd¢yy for use by andN, and distributes them to the NO amgker inM3. The
SP maintains a database of relationships betweenWsard temporary identiti€R;.

4. On receipt oM3, the NO first deciphers (argimultaneously integrity check#)e first part of the
message. The NO then checks that the nonce it contains is cancalso useshe nonce tdink
the message witlthe correct ‘transaction’. The Nthenretrieves thenew temporary identityl,
and session kei,n, and uses the latter to generate the second partsgagél4 which contains
a second nonc®'y, which the NO also stores.

5. On receipt oM4, the user first deciphers (and simultaneously integrity checks) thedirsof the
message. The usehecksthat thenonce it contains is correcndretrieves thenew session key
Kun andtemporary identityT,. The sessionkey is thenused to deciphefand simultaneously
integrity check) the second part of the messagd,theuser now checkthat thenonce it contains
is correct. Finally the user uses the session key to generate migiésage

6. On receipt oM5, the NO first deciphers (argimultaneously integrity checkg) and therchecks
the nonceRy.

In this protocolthe NO is not given the user's Rind canonly identify a user byhe temporary
identity Ty, supplied bythe SP. The NO willisethe temporary identitfy, when communicating with
SP in order to be recompensed for the cost of providing service to the user.
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9.2.5.4 Performance

This protocolcan beused to provide service relatadthentication option R1 defined subsection
5.2, in which the authentication information about the user is provided by its SP.

This protocol has thefollowing advantages as compared witle GSM ILP approach mentioned in
subsection 9.2.2.

1. User Rlsare never transmitted in clear text either in riebile radio path or in théixed channel
between NO and SP.

2. NOsare not giveraccess to a user’'s Rl (unlabat isnecessary for legal ather non-technical
reasons).

3. Authentication of both NO and SP is implicitly included.

This protocol can prevent threats T1, T2, T3, T4, T5 and T6 listed in subsection 9.2.3. Threat T7, i.e.
that an SPabuses user identitand location information, caronly be prevented bynternal
management controls imposed by an SP.

The cost ofthis protocol as compared with conventional protocols, for example those presented in
subsection 5.3, is as follows:

1. each SP must have a public key known talltssersandkeep a corresponding privatey secret,
and

2. each user has mmpute{ R || U[|N|[f;, _ (R [[U[IN )k, , which has then to behecked by
the SP.

9.2.6 Conclusions

This reportdiscusses ILP mechanisraad proposes twdundamental approaches to the provision of
ILP and entity authentication in 3GS. An example of a scheme based on asymmetric cryptography has
been provided. The advantages of the example protocol are as follows:

1. the user Rl is never transmitted in clear text, either in the mobile radio path or in the fixed channel
between NO and SP,

2. NOs need never know the user RI (unless legally required to do so),
3. session key distribution between a user and NO is included, and

4. authentication among users, NOs and SPs is provided.
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9.3 A combined ILP and authentication mechanism using
symmetric cryptography

The text in thissection is partly based dwo papers, [103,104], prepared for publicationpast of
the 3GS3 project.

In GSM networks it is theoretically possible for an intruder to masquerade as a network operator by
imitating a basestation, as GSMonly providesunilateral authentication of a user to a network
operator. In thease of GSM it is difficult to see hotkie intrudercould obtainmuch benefit from

doing this. However, inthird-generationsystems it is likelythat network operators will have
considerably more over-the-air control of users. For instaheg, may be able to disable faulty
terminals directly, or write billing data direct to tbéM (the UMTS equivalent of a SIM). Fdhis

reason anutual (two-way) entity authentication mechanism is necessary.

The mechanism weescribehere isbased orthe use of secrétey cryptographyand provides mutual
entity authentication between the user and the network operator.

9.3.1 Advantages

It sets up (and uses) a temporkey between aiserand anetwork operator.This means that there is

no need for communication between a network operatat aservice provider once a user has
successfullyregistered with a network operator.This is in contrast with the existing GSM
mechanism, which requires regular communications between network operator and service provider to
transfer challenge-response pairs.

It also combineghe provision of user identity confidentiality, entity authenticatowl session key
generation in a single mechanism.

The mechanism also conforms to the relevant ISO/IEC standard, [4].

9.3.2 Possible restrictions on user identity confidentiality

Note that, in the mechanism described here, the network operator is not automatically given the user’'s
IMUI (InternationalMobile User Identity). Ithis isnecessary for legand/or operational reasons it
can be included in the third message of the ‘new registration’ authentication mechanism.

9.3.3 Security features provided by the mechanism
The mechanism provides the following security features:

1. Mutual entity authentication between the user and the network operator.

2. User identity confidentiality ovethe communicationpath betweenthe userand thenetwork
operator.

3. Sessiorkey establishmenbetweenthe userand thenetwork operator for use in providing other
security features, possibincluding confidentiality and/or integritfor datapassed between the
user and network operator.

The mechanism makes use of the following types of cryptographic key:

» user - service providekey Ksy. These aresecretkeys known only to a useand theirservice
provider. These secret keys remain fixed for long periods of time.

» user - network operatdkey K. These areecretkeysknown only to a useand their ‘current’
network operator. These keys may remain fixed while a user is registered with a particular network
operator. Associated wittverysuchkey is a Key OffsetKO), which is used in conjunction with
the user - service provider k&, to generatdyy.

» sessionkey KS These aresecretkeysalso known only tahe userand their currennhetwork
operator (i.e. the network operator with whom they are registered). A new session key is generated
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as a result okvery use ofthe authentication mechanism. Thdsys can beused fordata
encipherment, and/or for the provision of other security features.

The mechanism makes use of the following cryptographic algorithms:

» user authentication algorithm A This algorithm takes as inputsacretkey and a data string
and outputs a check valRES

» service provider authentication algorithng Ahis algorithm takes as inputsacretkey and a data
string andoutputs a check valuRES This algorithmmay bethe same as or distinct from the
algorithmAy.

» identity hiding algorithm G. This algorithm takes as inputsacretkey and a data string and
outputs a strin@IPH used to conceal a user identity.

» sessiorkey generation algorithm A This algorithm takes as inputsacretkey and a data string
and outputs a session Kty

» user - network operatdtey generation algorithmA This algorithm takes as inputsacret key
and a data string and outputs a user - network operator kegig§y. This algorithnmay be the
same as or distinct from the algoritihg

The mechanism makes use of the following types of identifiers:

» International Mobile User Identity IMUI This is andentity permanently associated with a user.
The IMUI is never passed across the air interface, thus preventing its unauthorised disclosure.

* network operator identity NOID

» temporary user identity for network operaf®vUIy. This(temporary) identity is used to identify
a user to the network operator with which they are currently registered. It is known to the user and
to the current FPLMTS network operator.

» temporary user identity for service provider TMUTT his (temporary) identity is used to identify a
user to its service provider. Itis known to the user and to its service provider.

9.3.4 The mechanism

There are two versions of the mechanism, depending on whether or not the user is currently registered
with the network operator. We consider the two cases separately (although they are closely related).

9.3.4.1 Current registrations

We first consider thease wher¢he user is already registered with the network operdtbis means
that theuserand thenetwork operator will share a valid temporary idenfitUly and secret key
Knu- The mechanisnfor this case consists dhree messages exchandstweenthe userand the
network operator. The service provider is not involved.

The three messages are as follows.

1. user - NO: TMUIy, RNDQy

2. NO - user. RNDy, TMUI'\OCIPHy, RES
3. user - NO: RES

ThevaluesRND, andRND, are random ‘challenges’ generated by the aserthenetwork operator
respectively.

ThevaluesRES andRES are ‘challengeesponses’ generated the useand thenetwork operator
respectively. RES is calculated using the user authentication algorifawith key input Kyy and
data string input the concatenationRifiDy, RND; andTMUI'y. RES is calculated using the user
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authentication algorithm, with keyinput Kyy and data string input trencatenation dRND, and
RND\.

TMUI'y is the'new’ temporary user identity for use withe network operatorThis will replace the
current temporary identityMUIy

CIPHy is a string obits used to concedhe new temporary identitf MUI'y whilst it is in transit
betweenthe network operatasnd the user. It isalculated using the identityiding algorithmCy
with secret key inpukyy and data string inptRNDy.

The userand thenetwork operator canompute a sessiokey Ks as the output of theession key
generation algorithnd« when given secrdtey input Kyy and data string input theoncatenation of
RNDy, RNDy andTMUI'.

9.3.4.2 New registrations

We second consider tlvase wherghe user is not registered with the network operaidris means
that theuserand thenetwork operator do not share any information. The mechafasthis case
consists of five messagegchanged betwedhe user, the network operatand theservice provider
of the user.

The five messages are as follows.

1. user - NO: TMUIs, RNDy

2. NO - SP. TMUIs, RNDy

3. SP - NO: TMUI'dCIPHs, KO, Kyy, RES

4. NO - user. TMUI'sOCIPHs, KO, RES, RNDy, TMUI'\OCIPHy, RES
5. user - NO: RES

First notethat weassumehat asecurechannel is availablior exchanging messagesfid 3between
the network operator and service provider.

As previously,the valuesRND, and RNDy are random ‘challenges’ generated by the aset the
network operator respectively.

ThevaluesRES, RES, andRES are ‘challengeesponses’ generated the user, network operator,
and service provider respectivelyRES and RES, are calculated as in th@evious case.RES is
calculated using thservice provideauthentication algorithms with key input Ksy and data string
input the concatenation &ND,, KO andTMUI's.

TMUI's is the'new’ temporary user identity for use withe service provider.This will replace the
current temporary identityMUIs. As previouslyTMUI'y is the‘new’ temporary user identity for use
with the network operator.

CIPHs is a string ofbits used to concedhe new temporary identit MUI's whilst it is in transit
between the service provider and the user. It is calculated using the idéditity algorithmCy with
secretkey input Ksy and data string inpdRND,. As previously,CIPHy is a string ofbits used to
conceal the new temporary identitiMUI'y whilst it is in transit between the network operator and the
user.

On receipt of message the user camomputethe network operatasecretkey Kyy as the output of
the network operator key generation algorithgnwhen given as secret key ing,, and data string
input thekey offsetKO concatenated with the network operator ideti@ID (this same calculation
is done by the service provider on receipt of message 2).

As previouslythe userand thenetwork operator canompute a sessidkey Ks as the output of the
sessionkey generation algorithmAx when given secrekey input Kyy and data string input the
concatenation dRNDy, RNDy andTMUI'.

158



LINK 3GS3 Technical Report 2 (Final version) 15/05/96

Notethat, as a result of th@bovemechanism, the usand thenetwork operator will share a secret
key Kyy and a temporary identitfMUI'y.

9.3.5 Conclusion

The proposed mechanism provides several security featiiaesvill be required forthird-generation
systems.Furtherwork is required to establighe efficiency ofthe mechanism, and tetermine how
the mechanism can be managed. Otbmk within the 3GSJorojecthasinvolvedusing a variant of
the SVO logic, [105], toverify the correctness dghis mechanism. Ifiact, analysis of thgrotocol

using thislogic revealed a subtle flaw in agarlier version of therotocol whichhasnow been
corrected. For further details of one such formal analysis see Section 9.5.

159



LINK 3GS3 Technical Report 2 (Final version) 15/05/96

9.4 A combined ILP and authentication mechanism using
asymmetric cryptography

9.4.1 Introduction
In this subsection we propose a familytbfee mutual authentication mechanisimsUMTS, which
are based on the use of asymmetric cryptographic techniques.

The entitiesnvolved inthe exchanges ohessageare amobile user, a network operator (N@phd a
service provider (SP), as defined in subsechid@?2.1. Two of the three mechanisms alsgy on the
existence of Lertification Authority(CA) to issue signed certificates fthre user'sandNO’s public
enciphermenkeys. All entities areassumed to have the means/éoify these certificates. The CA
need not be on-line during use of the mechanisms.

The mechanisms provide the following security services.
» Mutual entity authentication between the user and NO.

» User identity confidentiality ovethe mobile radio pathbetweerthe userand NO and in théxed
channel between the NO and SP.

» Session keKyy establishment between the user and NO.
The mechanism makes use of the following types of asymmetric encipherment system.

* The user asymmetric enciphermegstem,including public encipherment transformatigp and
private decipherment transformatibg. This system is likely to be fixed for long periods of time.
The SP is authorised to issue the public enciphermerg kieythe NO.

* The NO asymmetric enciphermesytstem,including public encipherment transformatigg and
private decipherment transformatibp. Thissystem is also likely to be fixed ftong periods of
time. The SP is authorised to issue the public enciphermeist keythe user.

* The SP asymmetric enciphermesystem,including public encipherment transformatigg and
private decipherment transformati@s. This system is yetgain likely to be fixed for long
periods of time. We assuntbat theuser hasaccess to armuthenticateccopy of the public
encipherment transformatidg.

The mechanism also makes use of a one-way hash-fuhction
As throughout, in the mechanism descriptiohs, B: mindicateshatA sends message to B; X|[Y

denotes the concatenatiomandY; andMi is theith exchanged message.

9.4.2 The mechanisms

There are threeversions of the mechanism, depending on whether or not the user is currently
registered with the NO, i.e. whether the userxd NO already knowthe public encipherment
transformations of each othdrefore the authentication processing startnd whether the
authentication server is on-line or off-line.

9.4.2.1 Current registrations

The first version of the mechanism applies in ¢taee wherghe user is already registered with the
NO. This means that the user and NO must satisfy the following requirements.

1. The user and NO have their own personal asymmetric encipherment s¥stemsgndEy, Dy).

2. The user and NO haaecess tauthenticatedopies ofthe public encipherment transformation of
one another.

3. The user's and NO's identifiddsandN are known to both of them.
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The message exchanges of this version are as follows.

M1 U - N: Ey(UIIR, IIT)
m2: N = U: TIIE, (RIIR IIN)
ma: U — N: h(R IR, V)

The procedural aspects of this protocol are as follows:

1. U choosesandstores an unpredictable norRg. U also chooseandstores a temporary identity
for itself, which we denote biy,. U then used's public encipherment transformation to encipher
a block made up of its identifiét, the noncdR,, and the temporary identifly, and sends it tbl.

2. After receivingM1, N deciphers it usindy, choosesind storesanother unpredictable non&g,
andenciphers alock made up oRy, R, and itsidentifier N usingEy. N thensends thélock
back toU, if necessary usingy as the address fal.

3. Onreceipt oM2, U deciphers it usin®y, and checks the distinguishing identifiddand that the
received valu&, agrees with the challenge senMd. If all checksaresuccessfullJ accepts the
valueRy, constructs the enciphered messkligeusingEy, and sends it thl.

4. On receipt oM3, N recomputeshe hashvalue using its stored valuesRf;, Ry andU. If the
check is successful accepts the valugy.

5. A shared sessidtey Kyy can becomputed on both sides by combinifg two noncesR, andRy.
The combination function could be a pre-determined one-way hash function. In order to Nrevent
imposing thesession keythe choice ofthis function should be limitedor example, an exclusive-
or operation would be a poor choice.

9.4.2.2 New registrations using an off-line Certification Authority

The second version of the mechanism applies in the case where the user is not registered with the NO,
and theuserand NO do nohave any authentication information for eamther. However we do
assume that the user and NO have valid certificates for their own public encipherment keys.

The following requirements must be satisfied.
1. The user and NO have their own personal asymmetric encipherment sy&ighsahdEy,Dy).
2. The user and NO have certificates for their own public encipherment keys 4GerCer).

3. The user and NO have access to a trusted copy of the CA’s public verifieti(sothatthey can
verify each others’ certificates).

The exchange messages for this version of the mechanism are as follows.

M1: N - U: Cert,

M2: U — N: Ey(Cery[IRIT)
M3: N - U: T[|& (R IR [IN)
Ma: U - N: h(R,[IR]U)

The procedural aspects of this protocol are as follows:
1. NsenddJ M1 to letU know its public encipherment key.

2. After receivingandverifying Cerf, and thus obtaining tustedcopy of N's public encipherment
key, U chooses and stores an unpredictable n&ya@nd a temporary identifiy,. U thenusesN's
public encipherment transformation to enciphdsleck made up ofU’'s own certificateand the
nonce and temporary identity it just chose.
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3. After receivingM2, N deciphers it usin@y, retrievesand storesU’s nonce and temporary
identity, andverifies U’s certificate (thereby obtaining a trustedpy of U’s public encipherment
key). N then choosesanother unpredictable nond&,, and usesU’s public encipherment
transformation to encipherldock made up olN's newly chosemonce, together witk)’'s nonce
(sent inM2) and N's identifier. If necessarN usesthe temporary identityf, to address this
message.

4. On receipt oM3, U deciphers it usin@py. U now checkghat thereceived valud?, agrees with
the challenge sent iM2, and that thedentifier N is the expected value. Ithe checks are
successfull) acceptsvi3 and the valu®,. U then uses the hash-functibro construcim4.

5. On receipt oM4, N verifies itusing stored values &, Ry andU. If the check is successfuN
accepts the valugy.

6. As described itthe previous version, a shared sesdiey Kyy can becomputed by combining the
two noncesR, andRy on both sides. The combination function is a pre-deternonedvayhash
function. The choice of this function has to prevgrimposing the session key.

9.4.2.3 New registrations using an on-line authentication server

The thirdversion of the mechanism applies in dase wher¢he user is not registered with the NO,
and theuserand NO do nohave any authentication information for eaither. The SP isvolved
here as an on-line authentication server. The aisérNO must trust the SP follow the protocol
specifications correctly.

The following requirements must be satisfied.

1. The user, NO and Skavetheir own personal asymmetric enciphermeystems Ey,Dy, Eyn,Dy
andEg,Ds, respectively).

2. The user has access to an authenticated copy of the SP’s public encipherment transteymation

3. The SP hasaccess to certificates fohe user'sand NO’s public enciphermeriteys (Cert, and
Cert).

4. The user’s, NO's and SP’s identifi&tsN andS are known to each other.

The exchanged messages for this version of the mechanism are as follows.

M1: U - N: §|E IR T )
M2: N - S: NJ|Es(UIIR, T )

m3: S N: Ey(R|[Cert, |IT, )l[Cer
wa: N - U: TIIE, (R IIR IFert, )
Ms: U ~ N: h(R,|IR, [IU)

The procedural aspects of this protocol are as follows:

1. U sendsN the messagill to letN know its SP iSand to asi to passis authenticatiomequest
to S A blockmade up of the user's identifiernawly chosemonceR,, and atemporary identity
Ty, is enciphered usings.

2. InM2, N forwards the user's request with its identifieto S.

3. After receivingM2, S deciphers it usin@s, retrievesU’s andN's certificates (Cegt and Cenr),
and then distributes both these certificatelslih

4. On receipt oM3, N deciphers the firgpart of it usingDy to obtainU’s certificate, nonce and
temporary identity. N next verifies the certificate to obtain a trustetbpy of U’'s public
enciphermenkey. N then enciphers &lock made up ofRy, Ry and Cent using U’'s public
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encipherment transformatidfy,, andsends this encipherddock asM4 to U (if necessarwsing
Ty as an address).

5. On receipt oM4, U deciphers it usin@y. U checksthat thereceived valudr, agrees with the
challenge sent iM1. If thecheck is successful] acceptdM4 and thenonceRy. U thenverifies
the certificate to obtain a trust@dpy of N's public enciphermenkey. U now hashes @lock
made up of the two nonces and the identifidd @nd sends it as M5 t¢.

6. On receipt oM5, N verifies itusing stored values d¢he two noncesand U’s identifier. If the
check is successful accepts the valugy.

7. As described itthe previous version, a shared sesdiey Kyy can becomputed by combining the
two nonces'y andRy on both sides. The combination function is a pre-deternonedvayhash
function. The choice of this function has to prevgrimposing the session key.

9.4.3 Properties of the mechanism
The above mechanism has the following properties.

1. The mechanism provides explicit mutual entity authentication of user and NO.

2. This mechanismcombines the provision of user identity confidentiality, mutu&ntity
authentication andessionkey distribution in a single mechanism (user identity confidentiality
being provided by the provision of temporary user identities).

3. The mechanisrprovides mutuakey confirmationbetweenN andU for both candidat&eys Ry
andRy.

4. This mechanisrmachieves mutudtey control by combining théwo candidatekeysRy andRy on
both sides to form a shared sedey Kyn. However, if necessarthe combination function must
be chosen correctly to prevent either entity from choosing the shared secret key.

9.4.4 Further considerations
We now consider some additional requirements which may affect the design of the mechanism.

1. If the NO and SPave a securehannel which is availabl®r exchanging messagesad 3 in
Version 3 of the mechanism, the fitdbck of message 3 doast have to be enciphered usigg
so that the message will be

M3: S N: R|[Cert |[T, |[Cerf,

2. The lasmessage in each tife three versions of the mechanisnsately used focompleting key
confirmationand mutuakntity authentication. If thedeo servicesare not required then the last
message may be omitted in each case.

3. In all three versions of the mechanism, a key transport mechanism is used to form aestsawad
keyKyn. If required, &key agreement mechanism canused instead The exchangedessages
are the same aove. Foexample, in Version 1) chooses an unpredictablemberr, in a set
H, computes a functioR(r,,g), keeps, secret, and usé¥r,,g) instead oRy; similarly, N chooses
an unpredictable numbey in H, computes a functiof(r,,g), keepsr, secret,and usesF(rn,g)
instead ofRy. After receivingF(r,,g) andF(r,,g), U andN proceed respectively to compute the
shared key akyy = F(ry,F(rn,g)) andKyy = F(rn,F(ry,g)). Details of the properties whidth, g and
F must possess are given in ISO/IEC 11770-3, [5].

4. Theremay be aequirement in UMTS, as discussed in subsection 9.2héouser real identity
to only be known tdhe userand theSP, not to the NO. In such a case, oy a temporary user
identity but also a temporary user public encipherment transformation would have to been used.
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9.5 Evaluation of a combined ILP/authentication mechanism

A detailed evaluation of the mutual authentication mechapigposed in subsection 9tvasbeen
performed aspart of the process of submittinghis mechanism to th&JMTS and FPLMTS
standardisatioprocesses. A detailed discussiortias work can befound in [106]. This technical
report, prepared as part of tB&S3 project, is totong andspecialised to include heredowever,
copiescan be obtained by writing t&€omputer Science Department, Royal Holloway, University of
London, Egham, Surrey TW20 OEX, Englémaoting the title and number of the report).
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10. Formal analysis of mechanisms

Within the 3GS3 project considerable effamas beenput into consideringhow formal (logical)
techniques can be applied to the analysiseofirity mechanismsOur motivationhasbeen to try and
useall the meansvailable to us to test thalidity and security of mechanisms proposed for use in
UMTS, FPLMTSand othefuture mobile telecommunications systems. Wuak included thase of

a variant of theSVO logic to analyse¢he ILP and mutual authenticatiomechanisms discussed in
subsection 9.3.

A detailed discussion of this work can be found in [107]. This technical report, prepared as part of the
3GS3 project, is tobng andspecialised to include herélowever, copiesan be obtained by writing

to: Computer Science Department, Royal Holloway, University of London, Egham, Surrey TW20 OEX,
England(quoting the title and number of the report).
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11. Areas for further research

11.1 Introduction

As hasbeen discussed at various pointghis report, although theGS3 projechas made a number
of successful contributions tthe development of security features the UMTS and FPLMTS
standards, further research is still needed in a humber of aredhis bmief section we attempt to
summarise some of the most significant of these.
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11.2 Selecting authentication mechanisms

In subsection 4.2 we reviewed the main options for the type of cryptographic mechanism which might be
used to support the provision of mobile user authentication in 3GS. This review raises a number of
important points which need to be carefully considered if the most appropriate choice for 3GS security
mechanisms is to be made.

» How important is it to provide mechanisms which do not require operators to request user dependent
data from the service providers?

» What are the likely political ramifications of standardising on one algorithm in preference to another -
especially if the scheme is to be asymmetric?

» What is an acceptable figure for the amount of data which needs to be transferred on the radio path, and
what is the trade-off between this and the amount of user data which needs to be signalled between
operators and service providers?

» The above points raise the whole question of the balance between the amount of data carried by a user in
its access device and the amount which an operator needs to request from the service provider when the
user appears on its network.

» How important is it for service providers to be able to choose their own algorithms?

* What are the likely capabilities ot@ess devices - will smart cards which are able to support quite
complex asymmetric schemes be available in the year 2000 - will the adoption of such schemes for 3GS
help accelerate such cajyy

» User authentication is only one security feature required in 3GS. When selecting the mechanism,
consideration needs to be given to the other features so that re-use of the mechanism to provide or
support other features is maximised. We do not want 20 entirely different mechanisms for 20 features, if
this can be avoided.

» Consideration needs to be given to the security requirements at various interfaces for the different options
for security mechanisms. For example, with symmetric schemes there is usually a need to provide both
confidentiality and authentication for security related data passed between service providers and
operators. For asymmetric schemes the requirement is usually for authentication alone. Moreover, with
asymmetric schemes, the data is transferred infrequently - perhaps just once.

In subsection 4.4 we considered hauthentication can bechieved in a context where a multiplicity
of authentication serveese used, natll of which arenecessarily trustworthy. Possible future topics
for research in this area include the following.

» Can efficient protocols be designed ftine case wheres n/2 of the authenticatioservers are
trustworthy? In subsection 4.5 we showed that, in some cases, the answer to this question is ‘Yes’.

» As is common irthe desigrandanalysis of distributed protocols, it would be usefulligtinguish
between failedauthentication servers, which fail to takgart in protocols, and malicious
authentication servers, which participate in a dishowagt Protocols coulthen bedesigned to
deal with various proportions of failemhd dishonest servers. Agathis issuehas partlybeen
addressed in subsection 4.5.

» The derivation of lower bounds on the numbemefssages in various types of protocol would give
a measure on how efficient specific protocols are.

* It would be ofinterest tosee if more efficient protocols could be designed baseth®nse of
timestampsandsynchronised clocks as opposedheuse of nonces. Typically, timestamp-based
protocols require fewer messages than nonce-based protocols.

In subsection 4.5 we continued the discussion from subsection 4.4, and considered the cas#ywhere
a minority of theservers may be trustworthyl he protocol presented in subsection 4.5 doesmeet
likely legal requirements fowarranted interception (c.fubsection 7.2), because otihe two users
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know the resultansessiorkey if the protocol is successful. As we have discussed, in some cases,
governments have requirements to intercept user traffic in order to combabodpetect national
security, seee.g. [75]. So gossible topic for futurgesearch in this area fow to provide an
authentication andey distribution service in which no untrustworthy seneam compromise the
users’ secrets, as well as meetihg legal requirementer warranted interception in the domains it
serves.
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11.3 Service-related authentication

In section 5 ofthis report weconsidered a number of options fitve provision ofservice-related
authentication in 3GS. These options were presented within the context wfodels fol3GS, a role
model and a functional model. Examples of protocols fitting various model optionf&lling within
various defined categories were given. It was noted in subséc8dhthat ngrotocols in category
P4 are considered, i.protocols based on zero knowledge technigakkpugh this appears to be a
topic worthy of future study.

Based upon the discussion and analysis in section 5, we stiggtdature research on service-related
authentication and session key distribution in 3GS should include the following.

* The investigation of the correctness of each ofptfa¢ocols which have been discussed in section
5 of this report, andny others likely to be of relevance to 3GS, applthmlogics of Burrows-
Abadi-Needham, [108](and derivatives, [109], [110], [111]and Meadows-Syverson, [112],
[113], [114], [115], [116].

» The study of the key management problem, in particular shared kegristributionbetween the
NOs and SPs.

» The study of how session key distribution might be achieved using protocols of types P2 and P3.

» The analysis of terminal equipmeantd thecorresponding rolesind toconsider if they should be
involved in service related authentication in 3GS.

* The development and testing of new authentication and session key distribution protocols.

* The identification of any shortcomings of the existing ISO/IEC authenticatiotocol standard
(ISO/IEC 9798, [4]) with respect tthe needs of 3GS. This may lead us tospecifying
requirements for additional parts of ISO/IEC 9798.

» The investigation of the trust relationships implicit in the various mbelel authentication
options,and investigations of the design of authenticatfnotocols appropriate tthe levels of
trust which are likely to exist between the entities involved (see also subsection 5.2.5).

It is certainly thecasethat thedevelopmenaind testing of authentication asdssiorkey distribution
protocols remains a research topic of considerable importance.
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11.4 Encryption and multiple access

In section 6 we considergde impact of the multiplaccess methoemployed inthe airinterface on
the way in which data sentcrossthe air interface might beencrypted. In subsection 6.3 we
considered the speciehse of TDMA systemsThe interactiorbetween encryptioandtwo possible
TDMA enhancements (dynamahannel allocatiomndslow frequencyhopping)were noted as topics
worthy of future study.
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11.5 Key management for end-to-end security

In section 7 we considerete problem of establishingeysfor use in providing end-to-end security
services. In subsection 7.3 we consideredvamein which multiple Trustedhird Parties, not all of
whom may be trustworthynight beused to simultaneously provi#tey distributionand akey escrow
service. The following open questions regarding this scheme are of potential practical importance.

» Do there exist practicdey escrow systenfercing users to use onthe currenescrowed session
key?

» Can a practicakey escrowscheme be designed ftire case where morthan two domains are
involved, and where escrow agencies are not permitted to span more than one domain?

A ratherdifferent approach to thgroblem of distributingkeys tosupport end-to-end security services
was considered in subsection 7.4, basedhen'wiretap channeltoncepts of WynerThe schemes
describedhere all appear to kbeoretically sound; however iemains to be seen though, whether
practical implementations will be forthcoming. Abviousdirection for future work is to investigate
such possibilities.
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13. Abbreviations

ANSI Americal National Standards Institute (the U.S. member body of 1ISO)
AuC Authentication Centre

BER Bit Error Rate

BSS Base Station Subsystem

CA Certification Authority

CCF Cryptographic Check Function (e.g. a MAC)

CDMA Code-Division Multiple Access

CEIR Central EIR

CLI Calling Line Identifier

COoDIT COde-Dlvision Testbed (a RACE project)

CRC Cyclic Redundancy Check

DCA Dynamic Channel Allocation

DCCH Dedicated Control CHannel

DECT Digital European Cordless Telephony

DES Data Encryption Standard f@ock cipher which is thesubject of an ANS
standard)

DS Direct Sequence

DSS Digital Signature Standard (a NIST standapecifying the Digital Signature
Algorithm)

DSSA Distributed System Security Architecture

DTI Department of Trade and Industry (a UK government department)

EIR Equipment Identity Register

EPSRC Engineering and Physical Sciences Research Council

ETSI European Telecommunications Standards Institute

FDMA Frequency-Division Multiple Access

FE Functional Entity

FH Frequency Hopping

FPLMTS | Future Public Land Mobile Telecommunications System

GMW Gordon-Mills-Welch (a family of sequences)
GPS Global Positioning System

GSM Global System for Mobile communications
HLR Home Location Register

IEC International Electrotechnical Commission
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ILP Identity and Location Privacy

IMEI International Mobile Equipment Identity

IMSI International Mobile Subscriber Identity

IMUI International Mobile User Identity

IN Intelligent Network (a model for telecommunications networks)
ISO International Organization for Standardization

ITU International Telecommunications Union

KDC Key Distribution Centre

KEK Key Encrypting Key

KO Key Offset

KTC Key Translation Centre

LAl Location Area Identifier

LFSR Linear Feedback Shift Register

MAC Message Authentication Code (see, for example, ISO/IEC 9797)
MBS Mobile Broadband System (a RACE project)

MCF Mobile Control Function

ME Mobile Equipment

MSC Mobile Switching Centre

MSF Mobile Storage Function

NCC National Computer Centre (a UK body based in Manchester)
NIST National Institute for Standards and Technology (a U.S. Federal standards bdy)
NO Network Operator

NOID Network Operator IDentity

(O8] Open Systems Interconnection

PN Pseudo-Noise

PRMA Packet-Reservation Multiple Access

RACE Research and development into Advanced Communications in Europe
RHUL Royal Holloway, University of London

RI Real Identity

RSA Rivest-Shamir-Adleman (a public key cryptosystem and digital signature schgme)
SCF Service Control Function

SDF Service Data Function

SDMA Space-Division Multiple Access
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SFH Slow Frequency Hopping

SP Service Provider

SSMA Spread Spectrum Multiple Access

SVO Syverson-Van Oorschot (a logic designed to test authentication protocols)

TCH Traffic CHannel

TDMA Time-Division Multiple Access

TI Temporary ldentity

TMSI Temporary Mobile Subscriber Identity

TMUI Temporary Mobile User Identity

TR1 Technical Report 1 (of this project)

TR2 Technical Report 2 (of this project) = this report

TR3 Technical Report 3 (of this project)

TTP Trusted Third Party (e.g. an authentication server, a certification authority, efc.)

TVP Time Variant Parameter (i.e. a timestamp, nonce or sequence number)

UM User Identity Module

UMTS Universal Mobile Telecommunications System

VLR Visitor Location Register

XOR eXclusive OR

3GS 3rd Generation mobile telecommunications System

3GS3 3rd Generatiormobile telecommunications System Security Studtas title of
this project)
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